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Introduction

It is generally recognized that there is an urgent need for information about global wind distributions in the stratosphere. However, very few direct measurements exist. The High Resolution Doppler Imager instrument (HRDI) on the UARS spacecraft (Ortland et al, 1996) measured daytime stratospheric winds using Doppler shifts in scattered sunlight O$_2$ absorption features. On the same spacecraft the WIND Imaging Interferometer (WINDII, Shepherd et al, 1993) made daytime and night time measurements of the mesospheric and thermospheric winds, between 80 and 300 km, by observing Doppler shifts in visible airglow emission features. The aim of the Stratospheric Wind Interferometer For Transport (SWIFT) studies is to extend the WINDII observational technique into the stratosphere and provide global measurements of horizontal wind profiles between 15 and 55 km under both day and night time conditions.

SWIFT employs the same techniques as WINDII, that is—phase stepping interferometry, field widening of the Michelson interferometer, and imaging. However SWIFT will operate in the infrared region using a relatively isolated ozone thermal emission line. The main objectives of SWIFT (Shepherd et al, 2001; McDade et al, 2002) are the simultaneous measurement of horizontal wind velocity vectors and ozone concentration in the stratosphere during day and night which are essential for understanding global stratospheric dynamics and studies of ozone transport. Profiles in wind and ozone amounts are to be extracted from simultaneous measurements with a target accuracy of ±3m/s and ±5% respectively between 20 and 45km. This implies accuracy requirements along the line of sight wind before inversion of about ±1m/s.

The Atmospheric Science and Technology Branch has embarked on a project to study the feasibility of operationally assimilating SWIFT wind data into their numerical weather prediction model (NWP). In order to assimilate these data a fast forward model and gradient, or tangent linear/adjoint model is required. These models must be accurate in order to simulate an interferogram which is sensitive to wavenumber dependent variables. The current target for the maximum error allowed in the forward model is 20% of the aforementioned total error, that is—.2m/s.
The following pages offer a brief overview of; the history, the instrument, and the wind recovery algorithms, and preliminary results towards defining the forward model parameters. The work is an extension of the previous work done by Rochon et al (2006) and Rahnama et al (2006), which was primarily aimed at simulating the expected observations of SWIFT and its signal-to-noise ratio, optimize instrument design and assess instrument performance, and to quantify the expected SWIFT wind and ozone errors.

**Brief History and Current Status of SWIFT**

SWIFT was originally proposed to the European Space Agency (ESA) as an Earth Explorer Opportunity Mission in November 1998 by a Canadian team led by Gordon Shepherd of York University. ESA short-listed SWIFT as one of the top 5 candidate missions out of 27 international proposals (SWIFT was the highest ranking atmospheric mission in this competition). Later, ESA and the CSA investigated alternative launch opportunities for SWIFT throughout 2004. In late 2004, the CSA elected to make SWIFT the primary instrument for their next SciSat mission. In early 2005, the CSA selected a second partner instrument ARGO (a GPS occultation experiment) to accompany SWIFT on their new mission now named Chinook.

Chinook is just about to enter the Mission Phase A/B stage with a scheduled launch in late 2010 for a projected minimum 2 year mission.

**Principle of Measurement**

A small Doppler shift caused by the wind is measured by isolating an emission line from the limb emission spectrum using a narrowband filter and is projected through a field-widened Michelson interferometer to obtain an interferogram. The Doppler shift, $\delta \varphi$, resulting from the wind is measured as a phase shift, $\delta \varphi$, of the interferogram; i.e.,

$$\delta \varphi = \frac{\varphi_0 \nu_\varphi}{c} \quad \text{and} \quad \delta \varphi = 2\pi \Delta \varphi_0 \quad (1a \& 1b)$$

where $\varphi_0$ is the reference wavenumber at line centre, $c$ is the speed of light, en vacua, and $\Delta$ is the optical path difference between the two arms of the Michelson interferometer. The impact of this shift is shown in Fig 1.

A wind measurement accuracy of 1 m/s seems unrealistic as the Doppler shift is about $4 \times 10^{-8}$ (cm$^{-1}$) for a line at 1133 (cm$^{-1}$). One can greatly improve the situation by measuring the phase shift at a high order fringe, that is — a large optical difference. This is accomplished by designing the Michelson with a fixed optical path difference of 18 cm. Combining the Eqs 1a and b, leads to
\[
\frac{\delta \phi}{2 \pi} = \frac{v \Delta \nu}{c} = \frac{1}{15000}
\]  

which implies that a wind accuracy of 1 m/s corresponds to a phase measurement accuracy of 1/15000 of a fringe (Rahnama, 2006).

A fringe is sampled by moving one of the Michelson mirrors to four positions such that the resulting path differences are separated by about a quarter wavelength (the mirror itself moves by about an eighth of a wavelength). These four interferograms (Fig 2) serve to describe the properties of the fringe from which the wind can be deduced. This process is known as phase stepping interferometry and more details can be found in Hariharan (1987, 1989), Shepherd et al (1985), Rahnama et al (2006), and Rochon et al (2006).

The mean value and total phase of interferogram, and line visibility are found from the four images. By removing the zero-wind phase, the phase due to Earth rotation and the phase induced by spacecraft motion from total phase, the Doppler phase is obtained, from which one obtains the line-of-sight (LOS) wind.

**Description of the SWIFT Instrument**

SWIFT has two fields of view (FOV) observing the limb at 48° and 132° with respect to the satellite forward direction for a coverage of 15 to 65 km (Fig 3). A volume viewed by the forward FOV is sampled again about 9 minutes later by the aft FOV for a satellite at 650 km. The fore and aft viewing angles are chosen such that the sampled volume is viewed from orthogonal directions.

Each field of view is defined by a reflecting telescope and a field stop in the fore and aft optical channels. The incoming radiation is directed by mirrors through the narrow-band Fabry-Perot etalon and bandpass filters to partially isolate the target O₃ line (\( \nu_a = 1133.4335 \text{ cm}^{-1} \)). The fields of view are...
combined and passed through a field-widened Michelson interferometer where it is modulated and then projected onto a two dimensional detector array. The array is 162x162 pixels split into two regions (81x162 pixels) assigned to each FOV.


The two dimensional detector array records an interferogram. The optics lines up the image such that the central incoming limb radiances lie on along a line of pixels. By definition, the limb radiances are mapped to the central column of the image from the top of the atmosphere (TOA) down from about 65km to 15km (rows 81 to 1). Each row of pixels contain similar limb radiances from either side of central “scan” for a total of 162 columns (Fig 2). For the moment, it is assumed that there is no significant curvature to the sides.

Line-of-sight Wind Recovery

The purpose of SWIFT is to measure winds, thus it is useful to briefly discuss the wind recovery. For wind measurements made by satellite instruments, the relative velocity of the source and the instrument is determined by a combination of Earth rotation, satellite motion, and the motion of the emitting volume of atmosphere (wind). Each of these three causes a shift in the wavenumber of the spectra and consequently induces a phase shift in the interferogram in addition to the instrument intrinsic phase.

The pixel interferogram intensity for the pixel at column i and row j of the detector can be written in terms of instrument visibility, $U$, line visibility, $V$, the mean value of the interferogram, $I_{\text{mean}}$, the total instrument phase of the interferogram, $\Phi$, and the mirror phase, $\varphi_k$, as:

$$I_{ij} = I_{ij}^{\text{mean}} \left(1 + U_{ij} V_{ij} \cos(\Phi_{ij} + \varphi_{ij})\right)$$

The total instrument phase is the sum of: the phase induced by spacecraft motion, $\varphi_s$, the phase induced by the Earth’s rotation, $\varphi_r$, the phase due to wind, $\varphi_w$, and the intrinsic instrument phase $\varphi_0$ (phase of the interferogram in the absence of any relative motion between the emitting species & instrument).

$$\Phi_{ij} = \varphi_{0ij} + \varphi_{sij} + \varphi_{rij} + \varphi_{wij}$$
For the 4-point sampling (Fig 5), Eq 3 becomes a set of 4 equations with 3 unknowns, where $I_{1ij}$, $I_{2ij}$, $I_{3ij}$ and $I_{4ij}$ are the measured radiances, $\varphi_{1ij}$, $\varphi_{2ij}$, $\varphi_{3ij}$ and $\varphi_{4ij}$ are the Michelson phase steps, and $U_{ij}$ which is part of the instrument characterization.

In practice, the mirror may not step in exactly $\pi/2$ intervals. To account for this each pixel interferogram is expressed as a three term truncated Fourier series. The three Fourier coefficients ($J_1$, $J_2$ and $J_3$) are determined by fitting the four pixel intensities. The mean value of the interferogram, the total phase of the interferogram and the line visibility are obtained from the Fourier coefficients. The phase due to the wind is obtained by removing the earth rotation and satellite phase and the instrument phase from the total phase, and the line-of-sight wind is found by:

$$v_{ij} = \frac{c \left( \tan^{-1} \left( \frac{J_3}{J_2} \right) - \varphi_{3ij} - \varphi_{0ij} \right)}{2 \pi n_0 \Delta \omega_{ij}}$$

A more detailed description of this procedure may be found in Shepherd et al (1993), Rochon (2000) and Rahnama (2006)

**FORWARD MODEL**

The forward model simulates a SWIFT radiance image, that is:

$$I_{ij} = \int_{\Delta \omega} \mathfrak{R}_{ij}(\varphi, x) \mathfrak{I}_{ij}(\varphi, x) d\varphi$$

where $\mathfrak{R}$ is the atmospheric line-of-sight emission and $\mathfrak{I}$ is the instrument function.

The atmospheric limb emission along the line of sight path, defined by $x$, is:

$$\mathfrak{R}_j(\varphi, x) = \int_{\Delta \omega} B(\varphi, x) d\mathfrak{I}(\varphi, x)$$

where$$\mathfrak{I}(\varphi, x) = \exp \left( - \sum_{i=1}^{N} \int_{u_{\text{max}}}^{u_{\text{min}}} k_i(\varphi, p(u), T(\varphi), u(x)) du(x) \right)$$

where $B$ is the Planck function, $p$, $T$ and $u$ are the pressure, temperature and absorber amount as a function of $x$, the limb path variable, $\mathfrak{I}$ is the transmittance function from $x$ to the instrument, $k$ is the absorption coefficient and $\varphi_w$ is a shifted wavenumber due to the wind (also a function of $x$).

The FLBL’s atmospheric model is assumed to be locally spherically homogenous and refracting. It is also assumed that there are no significant sources outside the atmosphere. Refraction pulls the tangent point down, by as much as $1/3\mathrm{km}$ in the $1133(\mathrm{cm}^{-1})$ region. The layering of the atmosphere is designed such that
each tangent point, after adjusting for refraction, is situated on a level. There are 81 pixels in the vertical direction that map to 81 tangent heights from 15 to 65km in the atmosphere. The distance between tangent heights is about 630m. An additional 24 layers extend the atmosphere to TOA. The number of cells in a LOS path varies from 49 to 209 for tangent heights of 65 and 15 respectively. For convenience the tangent layer is split into two at the tangent point. The mean layer pressure and temperature used to evaluate the layer’s absorption coefficient and the absorber amount used to calculate the layer optical depth are calculated by sub-dividing a layer into sublayers and calculating the weighted quantity with respect to absorber amount along the path within the layer. More details of the model can be found in Turner, 2005.

The instrument function at each pixel \((i,j)\) and mirror step \(k\), (eg: Rahnama et al, 2006) is simulated by

\[
A_{ijk}(\varphi_p) = R_{ij}(\varphi_p) f_{ij}(\varphi_p) \left[ 1 + U_{ij}(\varphi_p) \cos(\Phi_{ij}(\varphi_p) + \Phi_{ijk}(\varphi_p)) \right]
\]  

(8)

where \(R_{ij}(\varphi_p)\) is the instrument responsivity, \(f_{ij}\) is the pixel filter function (etalons, broadband pass filters, mirrors, etc...), and \(\Phi_{ijk}\) is a shifted wavenumber. The Doppler shift due to the satellite velocity and the earth’s rotation velocity is accounted in \(\Phi_{ij}\). This implies that the filter functions will shift slightly (in wavenumber space) with satellite position (unlike ordinary radiometers where the filter function may be considered invariant), a consideration that must be taken into account, if necessary, when constructing an operational model.

Each pixel on the interferogram is, in effect, a separate channel, meaning that SWIFT has potentially 162x81 channels per FOV. A line-by-line (LBL) radiative transfer model is an ideal method for evaluating interferogram, however it is generally too slow for operational purposes. Usually a parameterized model such as RTTOVS (Saunders et al, 1999) is employed.

Regression models generally operate on fixed vertical grids (i.e. pressure). In this circumstance, the fixed grid is a disadvantage for limb scanning where the instrument is pointing at a specific point in the atmosphere relative to the satellite. The tangent point will move constantly about relative to either the actual surface or a constant pressure surface, hence a series of interpolations would be required to use a fixed grid, adding to the errors. Regression model parameters might be a problem as well. RTTOVS, for example, requires 34 parameters per level per channel for its regression model. This model simulates nadir paths. Limb paths are much more optically thick than nadir paths and experience indicates that more model parameters would be likely to be required for longer paths in order to maintain accuracy. A regression model usually calculates an independent mean spectral transmittance for variable absorbers and sometimes combines absorbers of near negligible variability, effectively ignoring spectral line overlap which might be a problem if high accuracy is required.

Although a traditional LBL model is usually considered to be slow for operational uses, it has the advantages of not being constrained by fixed grids, accounts for line overlap and any other wavenumber dependent variables. The fast line-by-line (FLBL) radiative transfer model (Turner, 1995, 2005) is exactly like an LBL...
model except that it uses absorption coefficient lookup tables (k-table) and a bicubic interpolator to replace the time consuming part of an LBL code that calculates absorption coefficients directly from a spectral database. This “replacement” typically speeds up an LBL by almost two orders of magnitude (Turner, 1995). Normally the FLBL would not be suitable because of the large size of the k-tables, however SWIFT’s spectral region is fairly narrow (~1.2(cm⁻¹)) thus reducing the tables to a manageable size.

A regression model similar to RTTOVS would require some additional parameters to account for the atmospheric winds and to account for possible wavenumber shifts of the filters, in any. This would require experimentation with an LBL to identify these parameters and any other potential problems, for example spectral overlap. With this in mind it was decided to optimize the FLBL and use it to access the feasibility of assimilating winds into the NWP and possibly optimize it for operational use.

The FLBL was reconfigured to simulate the SWIFT interferograms. Only one major change was introduced to the basic FLBL model to improve speed. Since the spectral region is fairly narrow the explicit Planck function for each layer is replaced by a simple linear function. This substitution realizes a gain of about 2% in execution speed.

For this study, seven absorbers (H₂O, O₃, N₂O, CH₄, NH₃, CFC12 & CFC22) are considered and eight k-tables were constructed spanning 1.2(cm⁻¹) (the nominal full width of the filter response functions) at a spectral resolution of .0001(cm⁻¹). Two are required for water vapour (Turner, 1995). These tables formed a reference set.

The preliminary work by Rochon et al (2006) and Rahmana et al (2006) was done using a local LBL (Rochon, private communication) and a variant of FASCATM (Gallery et al, 1983), thus it was prudent to compare the FLBL with the local LBL. The spectrally integrated limb emissions (neglecting the instrument function, ʃ) for many limb paths and spectral resolution were compared. Figure 6 shows sample results of the difference between the two codes for tangent heights of 15, 31 and 58 km at spectral resolutions of 0.0005 and 0.005 (cm⁻¹). In general, the models agree. There is a small background difference at lower tangent heights which are probably due to the difference in the number of contributing lines to k(ʃ). The FLBL considered spectral lines out to 100(cm⁻¹) from ʃ, whereas the local LBL used lines out to 10(cm⁻¹) away. There are also missing lines which may be attributed to the use of different versions of the HITRAN database (Rothman et al, 2003). It is safe to assume that the FLBL is a viable faster alternative to the local LBL code.
Impact on the Doppler Wind Due to Spectral Resolution

A high resolution FLBL is better than a low one, however the computational expense increases with resolution (Fig 7). In terms of efficiency a low resolution model is ideal, but how does the spectral resolution impact on the derived winds?

One method is to simulate the four interferograms using Eq 6 and then to evaluate the LOS winds from Eq 5 for various resolutions and compare the results to a reference. For simplicity the atmospheric winds are set to zero and the reference resolution is the highest, .0001(cm⁻¹).

Ideally the difference should be zero, however errors will arise due to the fitting of the truncated Fourier series and due to Eq 5 being derived from a mean, i.e. a reference wavenumber. An acceptable spectral resolution is one where the difference in the winds derived from a lower resolution model and the reference is below some tolerance level.
Figure 8 shows the difference, D, between the wind evaluated at .0001(cm\(^{-1}\)) and various resolutions up to .01(cm\(^{-1}\)). Up to .001(cm\(^{-1}\)) the differences are negligible across the entire FOV. At .002(cm\(^{-1}\)) non-negligible differences start to appear in the upper atmosphere off to the sides of the FOV. By .005(cm\(^{-1}\)) the differences are no longer acceptable. It appears that it may be necessary to use a resolution of .002(cm\(^{-1}\)) or possibly .003(cm\(^{-1}\)), if the outer columns of the image are discarded. The latter would be three times faster.

The primary purpose of subdividing a layer is to account for physical path length due to refraction. The previous calculation assumed 20 sublayers per layer, that is—a sublayer is typically 31m. Figure 9 illustrates the choice of sublayers, relative to a choice of 20 sublayers, on the impact on the winds. The results indicate that only 8-10 sublayers are required to minimize the impact of estimating the path length through the layer. As before if the outer columns of the interferogram are excluded then the number can be reduced to 6 or 7 sublayers per layer.
Figure 10 illustrates the impact of ignoring refraction, which clearly must be included, especially in the lower altitudes.

Discussion

The chosen preliminary forward model for SWIFT is the FLBL which has been modified to include the instrument function described in Rochon et al (2006) and Rahnam et al (2006). To date the program has been optimized to execute as quickly as possible and with as little memory as possible on a LINUX operating within an Intel architecture. On this system one complete interferogram (.002 (cm$^{-1}$)) takes about 40CPUsec. It remains to be seen how much faster the FLBL is once it is optimized to run on the IBM cluster. (The Atmospheric Science and Technology Branch operates their NWP on a IBM cluster of p690s and allows for parallel processing). In the event that a parameterized model approach needs to be taken, the FLBL model will be useful to build a database from which to derive the coefficients of the parameterized model.

The wind impact studies indicate that if the outer 20 columns from both sides of the interferogram are discarded then a lower resolution and fewer sub layers could be used. This could result in a model that is 3 or 4 times faster.

The testing and optimizing the FLBL model is not complete. The winds will also be affected by how well the spectroscopy and the distribution of an absorber are known. The ozone line at 1133(cm$^{-1}$) was originally chosen because it is relatively isolated, that is— it is in a region where there are few significant absorbers, thus reducing the amount of information required to simulate the signal accurately. It may be possible to combine the small but significant absorbers in some way (eg; like the uniformly mixed absorbers in RTTOVS) which would decrease execution time significantly. In addition, the gradient portion still has to be completed and tested. Once completed and tested the model will be integrated into a data assimilation system to determine if it is feasible to assimilate SWIFT data into the numerical weather prediction model and to what degree it impacts the forecast. If it turns out that the FLBL is too slow on the IBM cluster, then efforts will turn to a parameterized model. Any parameterized model will benefit from the work done with the FLBL.

Finally, the flight version of the instrument is not yet finalized. Some of the instrument and measurement parameters still have to be optimized and consequently the algorithm might have more room be refined in order to reduce the wind errors to better than 3 ms$^{-1}$ for 20 to 45 km and to better than 5 ms$^{-1}$ for the extended range of 15 to 55 km through the entire life of the mission.
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