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1. INTRODUCTION

The 3I (Improved Initialization Inversion) algorithms (Chedin and Scott 1985), as they have been developed in recent years, have provided in general reliable information from TOVS (TIROS-N Operational Vertical Sounder) observations (Smith at al. 1979) on cloud-top pressure and effective cloud amount, as has been shown (Stubenrauch et al. 1997a) in a comparison with time-space collocated clouds from the recently re-processed ISCCP (International Satellite Cloud Climatology Project) dataset (Rossow et al. 1996). Even low clouds were identified by the 3I cloud scheme (Stubenrauch et al. 1996), but systematic differences could be found in the Stratocumulus regions off the Western coasts, where 3I clouds were found mostly thinner and higher than the ISCCP clouds. In the case of low clouds, the method of minimal dispersion of effective cloud amount used in the 3I cloud scheme as well as the well known CO2-slicing method, due to a denominator getting near zero, are very sensitive to the chosen temperature profile and tend to determine the clouds as high thin rather than low opaque. For this reason, a $\chi^2$ method, not including a denominator, has been developed, calculating effective cloud amount by using all CO2-band channels, but with different weights depending on the effect of the brightness temperature uncertainty within an airmass on these channels at the various cloud levels.

2. ORIGINAL METHODS

In the IR (Infrared) Sounder community, mostly two approaches have been developed for the determination of cloud parameters:

1) One philosophy is to concentrate the determination of cloud-top pressure and effective cloud amount on high and midlevel clouds, because one estimates the instrument noise as being too high in the case of low clouds. In this case, Smith and Platt (1978), Susskind et al. (1987), Wylie and Menzel (1989) have used the CO2-slicing method: The cloud-top pressure is determined by minimizing the function $S$ in Eq. (1), slicing through the atmosphere with pairs of adjacent channels.

$$S(p_h) = \sum_{i,j=4.5\ldots 6.7} \left( \frac{I_m(v_j) - I_{clr}(v_j)}{I_m(v_j) - I_{clr}(v_j)} - \frac{I_{clr}(p_k,v_j)}{I_{clr}(p_k,v_j) - I_{clr}(v_j)} \right)^2$$

where $v_j$ and $v_i$ are two adjacent frequencies, $I_m$ is the measured radiance, $I_{clr}$ is the retrieved clear-sky radiance, $I_{clr}$ is the calculated radiance emitted by a homogeneous opaque single cloud layer ($\varepsilon=1$), and $\theta$ is the viewing zenith angle. The effective cloud amount is then calculated by using Eq. (2). In order to get a complete information on all clouds, the amount of low clouds is determined using additional procedures.
2) The 31 cloud scheme (Stubenrauch et al. 1996, Wahiche et al. 1985) tries to extract cloud information at all heights by introducing the ‘Coherence of effective cloud amount’ method. Therefore, the CO₂-slicing method (Eq. 1) is applied only in a first step to eliminate cloud levels with \( S(p_k) \geq S_{mn} > 5 \). For the remaining clouds and for each of the CO₂-band channels as well as for the 11μm IR window channel, one calculates the effective cloud amount in Eq. (2).

\[
N_e(p_k,v_i) = \frac{I_{m}(v_i) - I_{clr}(v_i)}{I_{cld}(p_k,v_i) - I_{clr}(v_i)}
\]

with cloud levels \( k=1,30 \) and channels \( i = 4,...,8 \).

Again, one assumes that all cloudy HIRS (High resolution Infrared Radiation Sound) pixels are covered by a homogeneous single cloud layer. After eliminating noisy channels \( i \) with \( N_e(p_k,v_i)/N_e(p_k) > 0.2 \), one chooses the cloud-top pressure which leads to a minimum dispersion of \( N_e \) inside the CO₂-band. Local comparisons over the North Atlantic (Stubenrauch et al. 1996) with clouds identified from AVHRR (Advanced Very High Resolution Radiometer) measurements (Derrien et al. 1993) showed that even low clouds could be identified by the 31 cloud scheme.

Nethertheless, this method becomes unstable for low clouds, because the denominator in Eq. (2) gets towards zero. Figs. 1a and 1b show the difference \( I_{clr} - I_{cld} \) between clear and cloudy radiances as a function of cloud level for the five channels used in the cloud parameter extraction in two different geographical regions (a: Stratocumulus region off the West coast of Africa and b: Southern hemisphere ocean). One observes that the sounder weighting functions are involved in \( I_{clr} - I_{cld} \), since for example \( I_{clr} - I_{cld} \) of channel 4, sounding the higher atmosphere, attains zero at higher cloud levels than \( I_{clr} - I_{cld} \) of channel 8, getting information down to the surface. Cloud levels 1 to 12 correspond to low clouds, and high clouds start from cloud level 20 upwards.

Figs. 1: Difference \( I_{clr} - I_{cld} \) between clear and cloudy radiances for the five HIRS channels used in cloud parameter determination at different cloud levels, for climatic conditions in January 1988, 7h30 am local time over a) the Stratocumulus region off the Westafrican coast and b) the Southern hemisphere ocean.
An error in the temperature profiles propagates into an error in $I_{clr}$-$I_{clcd}$, which translates into an uncertainty in $N_e$. From Figs. 2a and 2b one observes that this uncertainty in $N_e$ is highly asymmetric: it increases with increasing $N_e$, which means with decreasing cloud height.

Figs. 2: Effective cloud amount $N_e$ as a function of the difference $I_{clr}$-$I_{clcd}$ between clear and cloudy radiances, for climatic conditions in January 1988, 7h30 am local time for two examples of measured radiances:

a) $I_{clr}$-$I_m = 2$ Wm$^{-2}$sr$^{-1}$ and b) $I_{clr}$-$I_m = 14$ Wm$^{-2}$sr$^{-1}$. The error bars show the uncertainty in $N_e$ due to an uncertainty of 2 Wm$^{-2}$sr$^{-1}$ in $I_{clr}$-$I_{clcd}$.

Figs. 3a and 3b give examples of ‘IR radiance profiles’ in the Stratocumulus region: IR radiances as seen by the five channels, with maximum contributions from the atmosphere around 400, 600, 800, 900 and 1000hPa. The profile with highest IR radiances is for a clear sky situation; then five different IR radiances are calculated for each cloud level, considering a single layer opaque cloud. The profiles are getting colder with increasing cloud level. One example cloud profile is shown for each case, together with the cloudy profile which was chosen by the 3I cloud algorithm. These are compared to the five IR radiances measured.

Figs. 3: a) and b) Two examples of ‘IR radiance profiles’ as seen by HIRS channels 4 to 8 are shown for clear sky, for a measured situation and for two different cloud levels. A mismatch in shape between the cloudy and measured profiles can lead to a higher cloud with smaller $N_e$. 
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by HIRS. Fig. 3a shows a situation in which the shape of the measured and the calculated 'IR radiance profile' agree quite well, leading to a solution with a nearly opaque cloud (Ne=93%). In comparison, Fig. 3b shows a case where the measured IR radiance profile and the one of the cloud level yielding the closest IR radiances cross each other. In this case the 3I cloud algorithm has chosen a solution of a much higher cloud with Ne=17%. Since no measurement errors are taken into account, a mismatch between cloudy and measured profiles like in Fig. 3b can lead to a bias towards a high cloud with low Ne.

3. \( \chi^2 \) METHOD

These results have led to a new method taking into account the effect of the temperature profile uncertainty on the effective cloud amount at different cloud levels. The principle is quite simple: One has to minimize \( \chi^2 \), like in (Eyre and Menzel 1989), in Eq. (3):

\[
\chi^2(p_k) = \sum_{i=4}^{8} \frac{(I_{clld}(p_k, v_i) - I_{clr}(v_i))^2 N_e(p_k) - (I_m(v_i) - I_{clr}(v_i))^2}{\sigma^2(p_k, v_i)}
\]

(3)

with weights \( 1/\sigma^2(p_k, v_i) \) depending on cloud level \( k \) and channel \( i \) with frequency \( v_i \), which should reflect the effect of the temperature profile uncertainty on the radiance difference \( I_{atm}(v_i) - I_{clld}(p_k, v_i) \).

Minimizing \( \chi^2 \) is equivalent to \( d\chi^2/dN_e = 0 \), from which one can extract \( N_e \) as:

\[
N_e(p_k) = \frac{\Sigma((I_m(v_i) - I_{clr}(v_i)) (I_{clld}(p_k, v_i) - I_{clr}(v_i))/\sigma^2(p_k, v_i))}{\Sigma(I_{clld}(p_k, v_i) - I_{clr}(v_i))^2/\sigma^2(p_k, v_i)}
\]

(4)

One calculates \( N_e \) for all cloud levels \( k \), and one chooses the solution with the minimal \( \chi^2 \). This method has the advantage of using all channels and all cloud levels. The problem is how to define the different weights \( 1/\sigma^2(p_k, v_i) \).

In order to include the sounder weighting functions, we use the relative standard deviation of \( I_{atm}(v_i) - I_{clld}(p_k, v_i) \), shown for two different geographical regions in Figs. 4a (Stratocumulus) and 4b (Southern hemisphere ocean) as a function of cloud height for all five channels. On one hand one can see that channel 4, sounding the higher atmosphere, has a high uncertainty \( \sigma^2 \) for cloud levels lower than 15, on the other hand channel 8, getting part of the surface emissivity, becomes useless for cloud levels below 5.

However, different atmospheric situations (a and b) cause different relative standard deviations of \( I_{atm}(v_i) - I_{clld}(p_k, v_i) \). Hence, for a global data processing, one has to find a more systematic way to determine the relative uncertainties in \( I_{atm}(v_i) - I_{clld}(p_k, v_i) \).
Fig. 4: Relative standard deviation of I_{nl-1clld} as a function of cloud level for the five HIRS used in cloud parameter determination, for climatic conditions in January 1988, 7:30 am local time. a) over the Stratocumulus region off the West African coast and b) over the Southern hemisphere ocean.

One way is to use the TIGR brightness temperature (T_b) standard deviations of the five channels within each of the five TIGR subsets of airmass types (Achard, 1991) as a measure of the temperature profile uncertainty. These vary from 3K to 10K, as one can see in Table 1.

<table>
<thead>
<tr>
<th>channel</th>
<th>tropical</th>
<th>midlat.summer</th>
<th>midlat.winter</th>
<th>polar.summer</th>
<th>polar.winter</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>3.1K</td>
<td>5.0K</td>
<td>4.7K</td>
<td>3.8K</td>
<td>5.0K</td>
</tr>
<tr>
<td>5</td>
<td>2.8K</td>
<td>4.0K</td>
<td>3.6K</td>
<td>2.9K</td>
<td>3.2K</td>
</tr>
<tr>
<td>6</td>
<td>2.9K</td>
<td>3.8K</td>
<td>3.1K</td>
<td>2.9K</td>
<td>3.3K</td>
</tr>
<tr>
<td>7</td>
<td>3.4K</td>
<td>4.6K</td>
<td>3.7K</td>
<td>5.1K</td>
<td>5.5K</td>
</tr>
<tr>
<td>8</td>
<td>6.5K</td>
<td>8.7K</td>
<td>7.3K</td>
<td>9.6K</td>
<td>9.9K</td>
</tr>
</tbody>
</table>

Table 1: TIGR brightness temperature standard deviations (nadir viewing angle) within airmass type for the five HIRS channels used in the cloud parameter determination and for the five TIGR airmass type subsets.

The radiance I can be calculated from T_b as follows:

\[
I = \frac{c_1}{\exp(c_2/T_b)} - 1
\]  
(5)

The uncertainty in T_b propagates into a radiance uncertainty dI:

\[
dI = \frac{dI}{dT_b} dT_b = \frac{c_2 \exp(c_2/T_b)}{T_b^2 \exp(c_2/T_b)} - 1 dT_b
\]  
(6)

Finally, one can define \( \sigma^2(p_k,v_i) \) as:

\[
\sigma^2(p_k,v_i) = \frac{dI}{I_{clld}(p_k,v_i) - I_{clr}(v_i)} \times 1[Wm^2sr^{-1}]^2
\]  
(7)
\( \sigma^2(p_b, v) \) can be calculated for each observation by the 3I algorithms. In order to limit the spread between the 150 weights, a final scaling factor is applied: \( \sigma^2(p_b, v) = 0.8 \times (\sigma^2(p_b, v) - 1[\text{Wm}^2\text{sr}^{-1}]^2) + 1[\text{Wm}^2\text{sr}^{-1}]^2 \).

Also, the allowed maximal value for \( \sigma^2(p_b, v) \) is 20\([\text{Wm}^2\text{sr}^{-1}]^2\). The behaviour of \( \sigma^2 \) is shown again for the two example regions of Stratocumulus (Fig. 5a) and Southern hemisphere ocean (Fig. 5b) as a function of cloud level for the five channels.
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**Fig. 5:** \( \sigma^2(p_b, v) \) as a function of cloud level for the five HIRS channels used in cloud parameter determination, for climatic conditions in January 1988, 7h30 am local time. a) over the Stratocumulus region off the West African coast and b) over the Southern hemisphere ocean.

### 4. COMPARISON WITH ISCCP

For an evaluation of the 3I cloud parameters, we compare them with those obtained from AVHRR measurements processed by ISCCP (Rossow et al. 1996). One has to have in mind that both datasets are quite different: ISCCP cloud parameters come from one IR channel (11\(\mu\)m) and one VIS channel (0.6\(\mu\)m) (only during day) measurements with an initial spatial resolution of about 5km, sampled to 30km; 3I cloud parameters are determined from the average over all cloudy HIRS pixels (about 20km spatial resolution) within a 100km box, but using five IR CO2-band channels, sounding into the atmosphere. Fig. 6 illustrates the different spatial behaviour of both datasets. Table 2 shows the matching of time-space collocated 3I-ISCCP cloud types in six different geographical regions: Northern hemisphere land (NL), North Atlantic (NA), Southern hemisphere midlatitude ocean (SH), Northern Stratocumulus (STN), Southern Stratocumulus (STS) and Tropical Warm Pool (WP). For this matching study, four cloud types have been defined: high opaque, cirrus, midlevel and lowlevel clouds. Agreement is achieved when the 3I cloud type is the same as the most frequent ISCCP cloud type inside the same 1° grid. More details about the comparison can be found in (Stubenrauch et al. 1997b).
Table 2: 1° time-space collocated 3I-ISCCP cloud type matching agreement in six different geographical regions, 3I cloud types determined by the original 3I cloud scheme and by the $\chi^2$ method.

<table>
<thead>
<tr>
<th>region:</th>
<th>NL</th>
<th>NA</th>
<th>SH</th>
<th>STN</th>
<th>STS</th>
<th>WP</th>
</tr>
</thead>
<tbody>
<tr>
<td>3I-ISCCP match</td>
<td>40.6%</td>
<td>46.2%</td>
<td>53.2%</td>
<td>49.5%</td>
<td>50.8%</td>
<td>47.5%</td>
</tr>
<tr>
<td>new3I-ISCCP match</td>
<td>47.4%</td>
<td>64.7%</td>
<td>64.1%</td>
<td>76.4%</td>
<td>72.8%</td>
<td>60.8%</td>
</tr>
</tbody>
</table>

Fig. 6: Illustration of a 1° grid filled on one hand by 5km large ISCCP pixels (hatched if cloudy), sampled every 30km and on the other hand by 20km large HIRS pixels (hatched if cloudy).

Figs. 7 and 8 show geographical maps of the difference between time-space collocated 3I and ISCCP cloud parameters: a) cloud-top temperature and b) effective cloud amount. In the ISCCP dataset, the effective cloud amount has to be calculated from the optical thickness of cloudy pixels inside a 1° grid (see section 3.2 in Stubenrauch et al. 1997b). In Figs. 7, the 3I algorithm is the one described in (Stubenrauch et al. 1996), whereas Figs. 8 show the results of the new 3I cloud scheme using the $\chi^2$ method. By looking at the cloud-top temperature difference in Fig. 7a, one observes for about half of the globe an agreement within 5K between ISCCP and 3I. Over land, 3I identifies warmer clouds than ISCCP, a mismatch due to the difficult distinction between partly cloudy low clouds and Cirrus. Another feature are lower cloud-top temperatures in the ITCZ (Intertropical Convergence Zone), mostly due to larger Cirrus regions determined by 3I. Considering the effective cloud amount difference in Fig. 7b, one observes a systematic underestimation by the original 3I cloud scheme in all Stratocumulus regions; in other regions with mostly low clouds the difference is less significant. Another problematic zone is the sea ice region off the coast of Antarctica, where probably ISCCP underestimates the cloud cover. The results in this zone did not change with the new $\chi^2$ scheme, further studies with additional datasets are needed here. On the other hand, using the $\chi^2$ scheme, the Ne structures in all Stratocumulus regions disappear, leading globally to a much better agreement between ISCCP and 3I. Also the cloud-top temperatures in Fig. 8a agree much better, leaving only some regions like the Sahara and some parts of the Northern hemisphere land with disagreement due to misidentification between Cirrus and partly cloudy low clouds.
Figs. 7: Geographical maps of the difference between time-space collocated original 3I and ISCCP cloud parameters during day: The Northern hemisphere corresponds to July 1987 and the Southern hemisphere to January 1988, 7h30 am local time. a) 3I-ISCCP cloud-top temperature difference and b) 3I-ISCCP effective cloud amount difference.

Figs. 8: Geographical maps of the difference between time-space collocated 3I (χ method) and ISCCP cloud parameters during day: The Northern hemisphere corresponds to July 1987 and the Southern hemisphere to January 1988, 7h30 am local time. a) 3I-ISCCP cloud-top temperature difference and b) 3I-ISCCP effective cloud amount difference.

In July, the 3I temperature profiles are colder in the lower atmosphere and warmer in the upper atmosphere than the operational TOVS temperature profiles used in ISCCP. This effect is more strongly pronounced in the midlatitudes and tropics as one can see in Figs. 9a to 9c. The difference in temperature profiles explains that 3I sees low clouds lower and high clouds higher, leading to a wider spread of cloud-top pressure and to a bimodal structure in effective cloud amount weighted cloud-top pressure distributions, shown in Figs. 10a to 10d for four different geographical regions. The same bimodal structure has been observed by Susskind et al. (1997). ISCCP produces distributions with one broad maximum. The effective cloud amount weighted cloud-top temperature distributions in Figs. 11a to 11d agree already better. Differences in the midlatitudes can be explained by lower Ne from 3I at lower temperatures due to heterogeneous regions; and in the Tropical Warm Pool where one expects more than 30% low level clouds underneath cirrus clouds (Jin and Rossow 1997) ISCCP misidentifies these as partly cloudy low level clouds.
Figs. 9: Monthly mean temperature differences between 3I and the operational TOVS used in ISCCP a) around 105 hPa b) around 500 hPa and c) around 900 hPa for July 1987.

Figs. 10: Monthly mean effective cloud amount weighted cloud-top pressure distributions determined by 3I (O) and by ISCCP (+) in four different geographical regions: a) Northern hemisphere land, b) North Atlantic, c) Northern Stratocumulus region and d) Tropical Warm Pool.
5. CONCLUSIONS

The iterative process of comparing time-space collocated ISCCP data with 3I cloud parameters has led to a review of IR cloud parameter determination methods and a further development of these methods. By taking into account the effect of temperature profile uncertainties on the difference between clear sky and cloudy radiances for different cloud levels and channels, the newly developed 3I $\chi^2$ method yields non-biased cloud parameters at all cloud heights. The comparison with ISCCP reveals a considerable improvement of the 3I cloud parameters, especially in the Stratocumulus regions. The left disagreements with ISCCP can be explained by grid heterogeneities or by difference in cloud detection. A difference in temperature profiles explains the fact that 3I places low clouds slightly lower and high clouds slightly higher than ISCCP.
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