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1) Project objective

The three top-level project goals are:

- We proposed to develop, test, and run a new, physically based, scale-independent microphysical scheme for those cloud processes that most strongly affect greenhouse gas scenarios, i.e. warm cloud microphysics. In particular, we proposed to address cloud droplet activation, autoconversion, and accretion.
- The new, unified scheme was proposed to be derived and tested using the University of Hawaii’s IPRC Regional Atmospheric Model (iRAM).
- The impact of the new parameterizations on climate change scenarios will be studied. In particular, the sensitivity of cloud response to climate forcing from increased greenhouse gas concentrations will be assessed.

2) Current status

Here, we briefly address the current project status with respect to the three major goals formulated above:

<table>
<thead>
<tr>
<th>Goal</th>
<th>Description</th>
<th>Status</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Develop, test, and run a new, physically based, scale-independent microphysical scheme for those cloud processes that most strongly affect greenhouse gas scenarios, i.e. warm cloud microphysics.</td>
<td>This method has been developed, see Bennartz et al., (2011a)</td>
</tr>
<tr>
<td>2</td>
<td>Scheme tested using the University of Hawaii’s IPRC Regional Atmospheric Model</td>
<td>Initially tests within iRAM were performed in Bennartz et al., (2011a). Further testing and refinement of the method is underway and will lead to a detailed follow-up publication</td>
</tr>
<tr>
<td>3</td>
<td>The impact of the new parameterizations on climate change scenarios will be studied. In particular, the sensitivity of cloud response to climate forcing from increased greenhouse gas concentrations will be assessed.</td>
<td>This part of the project has been finished as well. Results are summarized in Lauer et al. (2012).</td>
</tr>
</tbody>
</table>
3) Peer-reviewed published papers from this project:

Four peer-reviewed papers have come out of this project. We list these publications here together with highlighted results. The full PDFs are attached to this report.


• We describe a novel method to constrain autoconversion and accretion rates in climate models.
• The method offers two desirable features that might ultimately help to effectively eliminate autoconversion efficiency as a free tuning parameter in climate models.
• The new method was implemented into the University of Hawaii’s regional climate model iRAM.
• A series of test integrations were performed at horizontal resolutions ranging from 0.25°x0.25° to 2°x2°.
• The constrained approach was compared with a conventional approach commonly found in current climate models. Comparisons with an observational climatology of cloud liquid water path reveal significant improvements, in particular a better consistency between different model resolutions.


• Cloud simulations and cloud–climate feedbacks in the tropical and subtropical eastern Pacific region in 16 state-of-the-art coupled global climate models and in the International Pacific Research Center Regional Atmospheric Model (iRAM) are examined.
• In contrast to the coupled global models, iRAM simulates mean clouds and interannual cloud variations that are quite similar to those observed in this region.
• Cloud–climate feedbacks in iRAM are investigated running several global warming scenarios. All of these simulations show a distinct reduction in low-level cloud amount, particularly in the stratocumulus regime, resulting in positive local feedback parameters in these regions.
• The cloud–climate feedback averaged over the same east Pacific region was also calculated from the simulations for each of the 16 global models with all results less than the values obtained in the comparable iRAM simulations.
• In the global models, the cloud feedback in the full tropical–subtropical zone,
which largely determines the global climate sensitivity, is strongly correlated with the east Pacific cloud feedback. This suggests that the iRAM results provide some support for the high end of current estimates of global climate sensitivity.

c) **Bennartz, R., J. Fan, J. Rausch, L. R. Leung, and A. K. Heidinger, 2011b:**

- We show that SO$_2$ and NO$_x$ from China significantly affect wintertime clouds and precipitation over the East China Sea downwind of major emission sources.
- Satellite observations show an increase of cloud droplet number concentration from less than 200 cm$^{-3}$ in the 1980s to more than 300 cm$^{-3}$ in 2005.
- In the same time period, precipitation frequency reported by voluntary ship observers was reduced from more than 30% to less than 20% of the time.
- A back trajectory analysis showed the pollution in the investigation area to originate from the Shanghai-Nanjing and Jinan industrial areas.
- A mesoscale model sensitivity study was performed, isolating the effects of changes in emissions of the aerosol precursors SO$_2$ and NO$_x$ on clouds and precipitation using a state-of-the-art mesoscale model including chemistry and aerosol indirect effects.
- Similar changes in cloud droplet number concentration over the East China Sea were obtained when the current industrial emissions in China were reduced to the 1980s levels.

d) **Lauer, A., R. Bennartz, K. Hamilton, and Y. Wang, 2012:**

- We examine the impact of model tuning on results for the modeled cloud feedback in a regional climate model by applying the scale-aware parameterization for precipitation formation developed in this project (Bennartz et al., 2011).
- Simulations with the University of Hawaii’s regional climate model (iRAM) show that the scale-aware parameterization produces consistent results that are in good agreement with observations throughout the tested horizontal model resolutions (0.25°x0.25° to 2°x2°) without the need for model tuning.
- We conduct a series of global warming experiments to investigate the impact of the treatment of the precipitation formation efficiency on modeled cloud-climate feedbacks.
- The cloud responses to global warming in simulations with a conventionally tuned precipitation formation scheme and with the scale-aware method
were found to be quite consistent, although differences in individual regions of ~10-30% are evident.

4) Press coverage

Our publications have received some attention in the general media.

ScienceNews (Bennartz et al., 2011b)
http://www.sciencenews.org/view/generic/id/330775/title/News_in_Brief_EarthEnvironment

New Scientist (Lauer et al., 2010)

Discovery (Lauer et al., 2010)

Report Climate Science (Lauer et al., 2010)

5) Attachments

PDF copies latest paper published. (For the earlier papers see the 2011 progress report).
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ABSTRACT

An important parameter often adjusted to achieve agreement between simulated and observed radiative fluxes in climate models is the rain formation efficiency. This adjustment has been justified as accounting for the effects of subgrid-scale variability in cloud properties, but this tuning approach is rather arbitrary. This study examines results from a regional climate model with precipitation formation schemes that have been conventionally tuned, and it compares them with simulations employing a recently developed scheme that uses satellite observations to explicitly account for the subgrid-scale variability of clouds (“integral constraint method”). Simulations with the International Pacific Research Center’s Regional Atmospheric Model (iRAM) show that the integral constraint method is capable of simulating cloud fields over the eastern Pacific that are in good agreement with observations, without requiring model tuning. A series of global warming simulations for late twenty-first-century conditions is performed to investigate the impact of the treatment of the precipitation formation efficiency on modeled cloud–climate feedbacks. The results with the integral constraint method show that the simulated cloud feedbacks have similar patterns at all the model resolutions considered (grid spacings of 50, 100, and 200 km), but there are some quantitative differences (with smaller feedbacks at finer resolution). The cloud responses to global warming in simulations with a conventionally tuned autoconversion scheme and with the integral constraint method were found to be quite consistent, although differences in individual regions of ~10%–30% are evident. No conclusions can be drawn from this study on the validity of model tuning for thick clouds and mixed phase or ice clouds, however.

1. Introduction

Clouds are key components driving weather and climate by reflecting significant amounts of incoming solar radiation and absorbing outgoing thermal radiation, and they play a pivotal role in the hydrological cycle (e.g., Hartmann and Doelling 1991). The response of clouds to global warming, and of low-level clouds in particular, is still poorly understood and remains a major uncertainty in current projections of future climate (e.g., Bony and Dufresne 2005; Stowasser and Hamilton 2006; Solomon et al. 2007; Medeiros et al. 2008). Improved understanding of the mechanisms driving cloud–climate feedbacks should help to reduce uncertainties in the parameterizations currently used in both global and regional climate models.

Cloud schemes in current regional and global climate models have to be highly parameterized because computational constraints do not allow for global cloud-resolving models suitable for long integrations. Because of the nonlinearity of many cloud microphysical processes and the unresolved subgrid-scale variability of cloud properties and meteorological variables such as
updraft velocity, cloud schemes are often empirically tuned to improve agreement with, for instance, observed top of the atmosphere (TOA) radiative fluxes (Bender 2008). Some recent efforts have addressed the problem of unresolved subgrid-scale cloud variability in large-scale models by employing probability density functions (PDFs) for the description of cloud processes (e.g., Watanabe et al. 2009; Guo et al. 2010).

Direct implementation of parameterizations for precipitation formation processes such as autoconversion and accretion will result in a significant underestimation of precipitation production in large-scale models (e.g., Geoffroy et al. 2008; Larson et al. 2001; Pincus and Klein 2000; Rotstyn 2000; vanZanten et al. 2005; Wood 2000, 2005a,b; Wood et al. 2002; Yuan et al. 2006, and others). Similarly, this is also the case for many cumulus convection parameterizations commonly used in models with horizontal resolutions coarser than about 10 km. For example Yang et al. (2011) investigate parameter tuning in the convection scheme in regional model simulations. The application of such parameter tuning may be problematic for application of cloud schemes in climate change scenarios in several ways (Pincus and Klein 2000). In particular, some parameterizations may be scale-dependent, that is, they need to be readjusted for each horizontal model resolution and may cease to work appropriately at some fine spatial resolution. Furthermore, it remains unclear whether an empirical tuning for present-day conditions is still valid for simulations of future climate.

The overall question of how limitations in the treatment of subgrid-scale cloud microphysical processes may affect the modeled sensitivity of climate has not been investigated very thoroughly thus far, although the recent work of Sanderson et al. (2008) suggests that the uncertainties in model cloud physics schemes can indeed have a substantial impact. They based their results on a very large “perturbed physics” ensemble with a global coupled model (climateprediction.net) and found, for example, that changing the rain accretion constant over a range of plausible values results in ~25% change in simulated global climate sensitivity. A recent systematic approach of quantifying the uncertainty of the climate sensitivity is done within the Lawrence Livermore National Laboratory (LLNL) Climate Uncertainty Quantification (UQ) Project. In this project, perturbed parameter ensemble simulations are performed to investigate the impact of uncertain parameters in, for instance, shallow convection and cloud microphysics (C. Covey et al. 2011, unpublished manuscript).

In this study we attempt to address the uncertainties in modeling the response of low-level marine clouds to global warming that may be associated with the tuning of precipitation formation schemes. We do this by applying the new, observational constraint for precipitation formation from Bennartz et al. (2011), which not only eliminates the need of tuning the precipitation formation in warm clouds, but can also be applied at different horizontal model resolutions without adjustments or changes. Here, we focus on the East Pacific region with its two large and persistent stratocumulus decks, which are of particular importance for understanding cloud–climate feedbacks (Clement et al. 2009). The trade wind regime with its associated low-level clouds is the largest meteorological regime in the world. Trade wind cumuli are therefore also crucial to current climate as well as to estimates of climate change because they prevail over the global ocean (Stevens and Feingold 2009). In addition, the stratocumulus to trade cumulus transition might play a particularly important role in assessing and understanding cloud–climate feedbacks in projections of climate change. All of these cloud regimes are found over the East Pacific Ocean making it a region of particular interest for studying the sensitivity of low-level marine clouds to climate change.

Our study will make use of the International Pacific Research Center’s Regional Atmospheric Model (iRAM). Lauer et al. (2009, 2010) have shown that this model can produce a rather realistic simulation of the cloud field over the East Pacific, at least when forced with observed boundary conditions. In particular, the iRAM cloud simulations are superior to those obtained with current global coupled climate models, which generally display significant deficiencies in representing low-level clouds in this region (Lauer et al. 2010). In the present work iRAM simulations are used to investigate the effects of treatment of the precipitation formation processes on modeled cloud climate feedbacks. In particular the simulated response of marine clouds over the East Pacific to imposed global warming is compared in model experiments using the observational constraint for precipitation formation from Bennartz et al. (2011) (hereafter “integral constraint method”) and using a conventional approach. The integral constraint method treats two important processes in warm clouds, autoconversion and accretion of cloud water, to form rain in a scale-independent way eliminating the need for empirical model tuning when running at different horizontal resolutions. Results from 1-yr integrations with this new method are analyzed and compared with the two conventional autoconversion parameterizations from Khairoutdinov and Kogan (2000) and Liu et al. (2007), which have not been empirically tuned for different horizontal model resolutions. A second set of model experiments compares the cloud–climate feedback obtained with the integral constraint method to results
obtained with the conventional autoconversion scheme from Liu et al. (2007) as used in Lauer et al. (2010). Section 2 describes the regional climate model, the configuration, and model setup, as well as the implementation of the new rain formation method and the sets of model experiments performed. An analysis of the model integrations and comparisons with observations are given in section 3. Results for the cloud response to global warming at different horizontal resolutions and a comparison with results obtained with a conventional, tuned autoconversion scheme are discussed in section 4. Section 5 provides a summary of the main findings.

2. Model and model simulations

a. The Regional Atmospheric Model

Here, we use the International Pacific Research Center iRAM with double-moment cloud microphysics (Lauer et al. 2009, 2010). iRAM is a hydrostatic primitive equations model (Wang et al. 2004). The model has 28 vertical σ levels with the top level at 10 hPa. The model simulations presented here were conducted at horizontal resolutions of 0.25° × 0.25°, 0.5° × 0.5°, 1° × 1°, and 2° × 2° with the model domain covering the tropical and subtropical eastern Pacific as well as large parts of South America (40°S–40°N and 170°–50°W). Final analysis data (FNLI) from the U.S. National Centers for Environmental Prediction (NCEP) are used as lateral boundary conditions and to initialize the model. Sea surface temperatures (SSTs) are prescribed from the National Oceanic and Atmospheric Administration (NOAA) optimum interpolation (OI) daily SST analysis (Reynolds et al. 2007). A relaxation is applied to the model variables, including temperature, specific humidity, zonal and meridional wind components, and surface pressure within a 10° buffer zone along the lateral boundaries. This buffer zone is excluded from the analyses presented below.

Grid-scale cloud processes are calculated using a double-moment cloud microphysics scheme with a prognostic treatment of six aerosol species inside clouds (Phillips et al. 2007, 2008, 2009). Aerosol activation in warm clouds is calculated using the scheme from Ming et al. (2006) (for details see Lauer et al. 2009). The treatment of warm rain formation by autoconversion of cloud droplets to rainwater and accretion of cloud water by raindrops has been changed from that in Lauer et al. (2010). Here, we use the method from Bennartz et al. (2011), which employs satellite observations to constrain the precipitation formation in warm clouds. This integral constraint method assumes that the subgrid-scale variability within a cloud field is dominated by variations in liquid water path (LWP) and that the horizontal subgrid-scale distribution of the liquid water path (L) within a model grid box can be described with a gamma function:

\[ \text{PDF}(L) = C \times L^{g-1} \exp \left( \frac{gL}{\overline{L}} \right). \] (1)

Here, \( g = (\overline{L}/\sigma_L)^2 \) is an inhomogeneity parameter used for different horizontal resolutions, \( \sigma_L \) is the scale-dependent standard deviation of \( L \) within a model grid box, \( C \) is a normalization factor, and \( \overline{L} \) is the gridbox average LWP. The standard deviation \( \sigma_L \) and thus \( g \) can be determined from satellite observations. A simple cloud model and the autoconversion and accretion parameterizations from Khairoutdinov and Kogan (2000) obtained from high-resolution large eddy simulations are used to calculate the precipitation formation of single clouds for given cloud temperature, cloud droplet number concentration, and liquid water path. These individual values are then integrated over the liquid water path PDF from satellite observations giving the cloud field–averaged precipitation generation (Bennartz et al. 2011). This is done for all horizontal model resolutions and model time steps investigated here (Table 1) and saved as lookup tables used for the model integrations to keep the additional computational burden to a minimum. A second change in the model configuration from that used in Lauer et al. (2010) is a reduction of the convective time scale (see Table 1). This change does not alter the model results very much, but does lead to a slight improvement in simulated convective precipitation in the intertropical convergence zone (ITCZ), which was overestimated in Lauer et al. (2010).

The integral constraint method gives the vertically integrated total precipitation generation averaged over a model grid box. However, to correctly account for all cloud microphysical processes, the model needs vertical profiles of autoconversion and accretion rates. To obtain those, the cloud microphysics calculations are called twice. The first call gives vertical profiles of autoconversion and accretion of cloud droplets to rain using the parameterization from Liu et al. (2007)

| \( \tau \)  | 1800 s | 3600 s | 7200 s | 10,800 s |
| \( \Delta t \) | 360 s  | 720 s  | 1200 s | 1200 s  |
| \( g \)     | 3.5    | 1.8    | 1.3    | 1.0     |

Table 1. The three scale-dependent parameters in the iRAM setup: the convective time scale (\( \tau \)), the model time step (\( \Delta t \)), and the LWP inhomogeneity parameter \( g \) used for different horizontal resolutions [Eq. (1)]. Note that \( g \) is only applied for the constrained experiments, whereas \( \tau \) and \( \Delta t \) are varied for all simulations.
but without changing any cloud properties as a result. Alternatively, we also tested the conventional autoconversion parameterization from Khairoutdinov and Kogan (2000). The differences in the results obtained with the integral constraint method using the Khairoutdinov and Kogan (2000) or Liu et al. (2007) as the underlying autoconversion schemes are very small. In the following, all results shown for the integral constraint method are obtained using Liu et al. (2007) as the underlying autoconversion scheme (Lauer et al. 2009, 2010).

The autoconversion and accretion rates from the original parameterizations are vertically integrated to obtain the total precipitation formation in a gridbox column. The vertical profiles of autoconversion and accretion are scaled by the ratio of the total precipitation formation given by the integral constraint method and the total precipitation formation from the original parameterizations. The scaled vertical profiles are then used for a second call to the cloud microphysics to determine the final values of cloud and rainwater. A schematic overview of the implementation of the integral constraint method into iRAM can be found in Bennartz et al. (2011), their Fig. 1. The total precipitation formation from the integral constraint method is taken from precalculated lookup tables using average cloud temperature, cloud droplet number concentration, and liquid water path as input parameters. Average cloud temperature and cloud droplet number are obtained by integrating vertically over the cloud using the ratio of total liquid water content at each model level to the total liquid water path of the cloud layer as integration weights. The integral constraint method in its current implementation is only valid for warm clouds. If the vertically integrated ice water content reaches 10% or more of the vertically integrated liquid water content, no scaling is performed and the original autoconversion/accretion parameterizations are used instead. Over the tropical and subtropical East Pacific, this is particularly relevant in the ITCZ where deep convection occurs frequently.

All parameters and settings are kept the same at all horizontal resolutions except for the convective time scale in the convection scheme (Tiedtke 1989) as well as the model time step (Table 1). This adjustment of the convection scheme is necessary to account for scale-dependent processes in the model, which are not directly related to the precipitation formation in warm clouds studied here. Additional details on the model and the cloud microphysics scheme can be found in Lauer et al. (2009, 2010) and the references therein. A model evaluation with data from aircraft, ships, and satellites focusing on clouds in the East Pacific region can also be found in Lauer et al. (2009), an evaluation of the seasonal cycle of cloud properties can be found in Wang et al. (2011).

b. Evaluation and scaling model experiments

The first set of model experiments discussed in section 3 covers the 1-yr period January through December 2006. This set of model experiments is used to evaluate the scale awareness of the integral constraint method by comparing model experiments at different horizontal resolutions with observations. Each of these model simulations is preceded by a 5-day spinup period for the model physics such as the planetary boundary layer and cloud processes, which is not included in the analysis below. We chose the year 2006 to be comparable to previous iRAM studies including the PreVOCA (PreVOCALS; see below) model intercomparison (Wyant et al. 2010).

We conduct several groups of model experiments at each horizontal resolution. Each group consists of four model experiments. The first of these four model experiments uses the original, untuned autoconversion parameterization from Liu et al. (2007), the second uses the original autoconversion formulation from Khairoutdinov and Kogan (2000). In this context, untuned refers to a nonmodified version of the parameterizations or a precipitation formation efficiency of unity. The third and fourth model simulations use the integral constraint method for the generation of precipitation in warm clouds from Bennartz et al. (2011), but applying Liu et al. (2007) and Khairoutdinov and Kogan (2000) (not shown) parameterizations, respectively, for the first call to the cloud microphysics scheme to determine the shape of the vertical profiles of rain formation rates. These experiments are used to assess the impact of the underlying autoconversion parameterization on the results obtained with the integral constraint method. At each horizontal resolution, the four model simulations of each group are otherwise identical. We compare these simulations with satellite observations and measurement data from the Variability of the American Monsoon Systems (VAMOS) Ocean–Cloud–Atmosphere–Land Study Regional Experiment (VOCALS-REx; Wood et al. 2011) and the Eastern Pacific Investigations of Climate 2001 field campaign (EPIC 2001; Raymond et al. 2004).

c. Cloud feedback model experiments

A second set of model experiments has been conducted to analyze the impact of model tuning on results for the cloud response to imposed global warming. Results with the integral constraint method are compared with those obtained with the conventional autoconversion
parameterization from Liu et al. (2007) but otherwise identical model setup. For each of the two autoconversion schemes two kinds of experiments are performed: 1) a present-day simulation covering the 10-yr period January 1999 through December 2008 using observed SSTs and lateral boundary conditions and 2) a 10-yr simulation representing late twenty-first century conditions. The present-day simulation uses monthly mean \( \text{CO}_2 \) concentrations measured at the Mauna Loa Observatory, Hawaii. The \( \text{CO}_2 \) data are available from the NOAA Earth System Research Laboratory (ESRL, http://www.ersl.noaa.gov/). The global warming simulations use a fixed \( \text{CO}_2 \) concentration of 720 ppm. As in Lauer et al. (2010), we apply the pseudo-global-warming method (Kimura and Kitoh 2007; Sato et al. 2007; Knutsen et al. 2008) to downscale climate change projections from global models using the iRAM. In the pseudo-global-warming method, lateral boundary conditions are given by the sum of the 6-hourly reanalysis data and observed SSTs used in the present-day simulation and a climate change signal added as a perturbation. The climate change signal is obtained from monthly mean differences between present-day (1990–99) simulations and projections for the end of the twenty-first century (2090–99) from the global climate models included in the Intergovernmental Panel on Climate Change (IPCC) Fourth Assessment Report (AR4). The climate change signal used here is calculated from the differences in 10-yr means for each calendar month obtained from an ensemble of 19 climate models for the Special Report on Emissions Scenarios (SRES) A1B simulations. The climate model data are available from the World Climate Research Programme’s (WCRP’s) Model Intercomparison Project phase 3 (CMIP3) archive (Meehl et al. 2007). A list of the global models used with references and more details on the calculation of the climate change signals can be found in Lauer et al. (2010), their Table 1. The cloud feedback model experiments presented in section 4 are conducted at horizontal resolutions of \( 0.5^\circ \times 0.5^\circ, 1^\circ \times 1^\circ \), and \( 2^\circ \times 2^\circ \). The decade-long integrations to assess the cloud–climate feedback at a horizontal resolution of \( 0.25^\circ \times 0.25^\circ \) exceed our computational resources and could therefore not be included.

3. Present-day results

a. Precipitation rates at cloud base

The resolution of climate models suitable for long integrations needed for addressing climate-related questions is too coarse to resolve clouds, which are usually on the order of one to a few kilometers in their horizontal scales. A common approach to deal with the unresolved subgrid-scale variability of cloud variables to obtain improved agreement of modeled cloud properties with observations is to change the precipitation formation efficiency of warm clouds. In this method, the autoconversion rate is usually multiplied by a constant factor or the threshold value for the onset of precipitation formation is lowered to implicitly compensate for the neglected subgrid-scale variability. The compensation required increases with decreasing horizontal model resolution, that is, the correction is small for high-resolution models and large for coarse-resolution models such as \( 1^\circ \times 1^\circ \) and coarser.

Figure 1 shows an intercomparison of the precipitation rates at cloud base obtained with the conventional autoconversion schemes from Liu et al. (2007) and Khairoutdinov and Kogan (2000) as well as from the integral constraint method for an idealized cloud. The cloud liquid water content \( q_c \) is assumed to increase vertically linearly above cloud base with \( q_c(z) = f_{\text{sub}} c_w z \). Here, \( z \) is the height above cloud base, \( c_w \) is the condensation rate, and \( f_{\text{sub}} \) is a subadiabaticity factor as defined by Wood et al. (2009): \( f_{\text{sub}} = z_0/(z_0 + z) \) with \( z_0 = 500 \) m. The average cloud temperature is assumed to be 280 K. The results shown for the conventional autoconversion schemes have been obtained with the original, untuned parameterizations. The rain formation rates shown for the integral constraint method are calculated for a \( 0.5^\circ \times 0.5^\circ \) grid resolution, that is, an inhomogeneity parameter \( g = 1.8 \) [Eq. (1)] and a time step of 720 s (see Table 1). The differences in precipitation rates using the different autoconversion schemes can be large. Low-level marine clouds usually have small liquid water path values and low droplet number concentrations. For such thin clouds (LWP < 0.2 kg m\(^{-2}\), \( N < 100 \) cm\(^{-3}\)), the integral constraint method gives between 50% and 100% higher precipitation rates at cloud base than the original Khairoutdinov and Kogan (2000) parameterization. Since the integral constraint method applies the same autoconversion parameterization to individual clouds (Bennartz et al. 2011), these differences result only from accounting for the subgrid-scale variability of clouds in a typical \( 0.5^\circ \times 0.5^\circ \) grid cell. In contrast, the Liu et al. (2007) scheme produces even higher precipitation rates at cloud base, rates that can be a factor of 5–10 higher than those obtained with the Khairoutdinov and Kogan (2000) parameterization. Differences among precipitation rates from different autoconversion schemes are even larger for thick clouds with a liquid water path larger than 0.5 kg m\(^{-2}\) underlining the very significant uncertainties associated with precipitation formation in warm clouds in climate models.
b. Liquid water path

The effect of differences in autoconversion schemes becomes more clearly evident in the simulated LWP averages. For example, Fig. 2 shows the 3-month mean LWP (September, October, November 2006) from iRAM obtained with the three different autoconversion schemes at horizontal resolutions between 0.25\degree and 2\degree in comparison with the University of Wisconsin observational analysis for the same period (UWisc). The UWisc analysis is based on satellite observations of the Special Sensor Microwave Imager (SSMI), the Tropical Rainfall Measuring Mission (TRMM) Microwave Imager (TMI), and the Advanced Microwave Scanning Radiometer (AMSR-E) (O’Dell et al. 2008). The satellite observations show an average LWP in the core regions of the two stratocumulus decks off the coasts of North and South America in the range of 100 g m\(^{-2}\) and in the ITCZ region values between 200 and 250 g m\(^{-2}\). Minimum LWP values are found south of the ITCZ between the equator and 10\degree S and 160\degree W. This basic geographical pattern is reproduced by iRAM reasonably well, but LWP is overestimated in the simulations using the Khairoutdinov and Kogan (2000) parameterization particularly in the stratocumulus regions. This overestimation ranges between 20% and 30% at 0.25\degree × 0.25\degree resolution and up to 100% at a horizontal resolution of 2\degree × 2\degree. This strongly suggests that the precipitation formation, which is an important sink process for cloud liquid water, is too weak and thus cloud lifetime is too long. As discussed above, this overestimation results from the use of gridbox averages as input for the autoconversion scheme thereby neglecting the subgrid-scale variabilities of cloud properties such as liquid water content. As expected, this effect becomes stronger for coarser horizontal resolutions. Similarly, the model experiments using the original Liu et al. (2007) parameterization overestimate LWP at 1\degree × 1\degree and particularly at 2\degree × 2\degree by up to 40%. At 0.5\degree × 0.5\degree, the Liu et al. (2007) autoconversion provides LWP values in the stratocumulus regions, which are closest to the observed ones around 100 g m\(^{-2}\). For this reason, Liu et al. (2007) was chosen in our previous model studies (Lauer et al. 2009, 2010). When going to a horizontal resolution of 0.25\degree × 0.25\degree, the average LWP is underestimated using Liu et al. (2007). This suggests that the Liu et al. (2007) autoconversion parameterization can be used at 0.5\degree × 0.5\degree but has to be corrected for subgrid-scale processes at all other horizontal resolutions. In contrast, the integral constraint method delivers LWP values in the stratocumulus regions close to the observations of around 100 g m\(^{-2}\) at all horizontal resolutions. In contrast, the integral constraint method delivers LWP values in the stratocumulus regions close to the observations of around 100 g m\(^{-2}\) at all horizontal resolutions tested here from 0.25\degree × 0.25\degree through 2\degree × 2\degree. This suggests that the integral constraint method can be successfully applied to eliminate autoconversion efficiency as a tuning parameter and avoid otherwise necessary adjustments when changing the horizontal model resolution. This makes the integral constraint method a good tool to investigate the impact of autoconversion tuning on the results for the cloud response to global warming.

Figure 3 shows the 3-month average (September, October, November 2006) scaling factors applied to the autoconversion rates from Liu et al. (2007) and the
The differences in the LWP results obtained with the three autoconversion schemes are smallest at the highest horizontal model resolution. This can also be seen in the probability density functions (PDFs) of daily-mean LWP depicted in Fig. 4. The PDFs have been calculated using daily-mean data from January through December 2006 for all grid cells over the ocean. iRAM overestimates the frequency of occurrence when using the Khairoutdinov and Kogan (2000) autoconversion particularly for clouds with a LWP larger than 120 g m\(^{-2}\) while underestimating thinner clouds. The agreement with observations gradually improves when going to finer horizontal resolutions. Without taking into account the subgrid-scale variability of the cloud properties, iRAM using the Khairoutdinov and Kogan (2000) autoconversion underestimates the precipitation formation resulting in an unrealistically long cloud lifetime and subsequent overestimation of the cloud liquid water content. In contrast, the much higher precipitation formation rates from the Liu et al. (2007) scheme partly compensate for neglecting subgrid-scale variabilities and give results that are in better agreement with observations, particularly at 1° × 1° and 2° × 2° than those obtained with the Khairoutdinov and Kogan (2000) scheme. Over a wide range of LWP values (30–250 g m\(^{-2}\)) the integral constraint method provides consistent results among all horizontal resolutions tested and reasonably good agreement with the satellite observations.
The only exception is for very thin clouds (LWP < 30 g m\(^{-2}\)) at the coarsest horizontal resolution, whose simulated frequency of occurrence is smaller at 2° × 2° than at all other horizontal resolutions. Because this is not only the case for the model simulations using the integral constraint method but similarly for the two conventional autoconversion schemes, this is likely caused by differences in scale-dependent processes due to unresolved subgrid-scale variability other than warm rain formation.

c. Vertical profile of cloud liquid water

LWP is a key quantity determining the clouds’ effect on TOA radiative fluxes and thus the cloud contribution to the global energy balance. For cloud microphysical processes the vertical distribution of cloud liquid water is also highly relevant. Figure 5 shows a comparison of the vertical cloud liquid water profile from iRAM with aircraft observations taken during the field experiments VOCALS-REx and EPIC 2001. The VOCALS-REx data are the “National Center for Atmospheric Research (NCAR)/National Science Foundation (NSF) C-130 Navigation, State Parameter, and Microphysics Low-Rate (LRT) data” provided by NCAR/Earth Observing Laboratory (EOL) under sponsorship of the National Science Foundation (http://data.eol.ucar.edu/). We averaged all 14 VOCALS-REx flights covering the region 85°–74°W, 29°–17°S taken in October and November 2008. The EPIC data “NSF/NCAR EC-130Q Hercules (N130AR)” are averaged over 19 flights in the region 97°–94°W, 5°N–16°N conducted in September and October 2001. The dataset is also available from NCAR/EOL (http://www.eol.ucar.edu/raf/Projects/EPIC2001/). For comparison with the model data, the aircraft data have been binned to a 0.5° × 0.5° grid and 25-hPa (VOCALS-REx) and 50-hPa (EPIC 2001) layers. The model data are monthly means for October and November (VOCALS-REx) and September and October (EPIC 2001) averaged over the domains covered by the measurement flights. The model experiments shown applied the Liu et al. (2007) autoconversion scheme and the integral constraint method at horizontal resolutions from 0.25° × 0.25° to 2° × 2°. All model and observational data are conditionally averaged over cloudy situations by applying a threshold of 0.025 g kg\(^{-1}\) for the minimum cloud liquid water content.
Stratocumulus clouds are very frequent and represent the dominant cloud type in the subtropical Southeast Pacific region covered by the VOCALS-REx measurements. The domain-averaged model results in this region obtained with both autoconversion schemes are very close to each other in the boundary layer between the surface and 900 hPa at all tested horizontal resolutions. The observed liquid water content in the boundary layer is very small. The model systematically overestimates the average liquid water content in the boundary layer. Above 900 hPa, model simulations and observations agree reasonably well within the measurement uncertainties estimated by the temporal and spatial variability of the observations (Fig. 5). At a horizontal resolution of 0.5°, the model results obtained with the Liu et al. (2007) scheme and with the integral constraint method are almost identical confirming that the systematically higher precipitation formation rates of the Liu et al. (2007) autoconversion scheme compared with Khairoutdinov and Kogan (2000) implicitly account for the neglected subgrid-scale variability at this horizontal resolution. At higher horizontal resolutions (0.25°), the model experiment using Liu et al. (2007) produces smaller liquid water content values than that using the integral constraint method. This is consistent with smaller than observed LWP values in the Southeast Pacific stratocumulus deck from the Liu et al. (2007) scheme as seen in Fig. 2.

The EPIC measurements cover the ITCZ region over the tropical East Pacific between 5°N and 16°N with frequent deep convection. In contrast to the stratocumulus case of VOCALS-REx, no clear advantage or disadvantage can be seen for any specific autoconversion scheme. All modeled liquid water profiles are in reasonably good agreement with the observations, particularly given the large variability of the measurements shown in Fig. 5. This suggests that in case of frequent deep convection, the convection scheme plays an important role in determining the cloud liquid water profile whereas the microphysics are very important for thin stratiform clouds.

d. Shortwave cloud forcing

We calculate the shortwave cloud forcing (SCF) as the difference between the all-sky and clear-sky shortwave radiation at the TOA. Figure 6 shows a comparison of the annual mean SCF from iRAM calculated for horizontal resolutions between 0.25° × 0.25° and 2° × 2° using the three different autoconversion schemes with satellite observations. The satellite data are taken from...
the Clouds and the Earth’s Radiant Energy System (CERES) Energy Balanced and Filled (EBAF) dataset (Wielicki et al. 1996; Loeb et al. 2009). The observations show SCF values around $280 \text{ to } 310 \text{ W m}^{-2}$ in the two stratocumulus regions as well as in the ITCZ. The observed magnitude of the SCF is small south of the ITCZ and between the western model domain boundary at $160^\circ\text{W}$ and about $100^\circ\text{W}$. These small values result particularly from typically low average cloud amounts in this region. This basic geographical pattern is reproduced by the model. The SCF amplitude, however, differs significantly among the tested horizontal resolutions and autoconversion schemes. The integral constraint method provides consistent SCF results at resolutions $0.25^\circ \times 0.25^\circ$ to $1^\circ \times 1^\circ$ in reasonably good agreement with the CERES observations. At a horizontal resolution of $2^\circ \times 2^\circ$, SCF is overestimated by up to 50% in the ITCZ and off the coast of Central America in particular. Using the conventional autoconversion schemes from Liu et al. (2007) and Khairoutdinov and Kogan (2000), only the highest horizontal resolutions of $0.25^\circ \times 0.25^\circ$ and $0.5^\circ \times 0.5^\circ$ provide reasonably good agreement with observed SCF. The coarser-resolution simulations at $1^\circ \times 1^\circ$ and $2^\circ \times 2^\circ$ in particular strongly overestimate SCF throughout the model domain. This is a result of the overestimation in cloud amount and cloud liquid water caused by a too low precipitation formation rate, which can also be seen in the LWP (Fig. 2).

4. Cloud–climate feedbacks

To investigate the uncertainties in modeling the response of low-level marine clouds to global warming associated with the tuning of precipitation formation schemes, we compare results for the cloud response to global warming obtained with the observational constraint for precipitation formation from Bennartz et al. (2011), which does not need to be tuned at different horizontal resolutions, with results obtained with the conventionally tuned autoconversion parameterization from Liu et al. (2007). Similar to conventional tuning it is unclear at this point whether present-day constraints from observations are applicable for future climate. This uncertainty in modeling the cloud response to global warming is not reduced with the integral constraint method.

The response of clouds over the East Pacific to climate change is estimated by analyzing the differences in 10-yr means of cloud amount, LWP, and cloud radiative forcing between a global warming and a corresponding present-day simulation. The sensitivity of clouds to changes in surface temperature is quantified using the local cloud–climate feedback parameter $\lambda$. The parameter $\lambda$ is calculated from changes in net cloud radiative forcing ($\Delta CF_{\text{net}}$), which is defined as the sum of shortwave and longwave cloud forcing and changes in surface temperature ($\Delta T_s$):

$$\lambda = \frac{\Delta CF_{\text{net}}}{\Delta T_s}$$

(2)

This definition of $\lambda$ is widely used to diagnose climate simulations because of its simplicity and because cloud forcing defined as difference between all-sky and clear-sky radiation at the TOA can be estimated from observations (Bony et al. 2006). Negative values of $\lambda$ correspond...
to an increase in radiative cooling by clouds, positive values correspond to less cooling/increased warming by clouds as a response to increased surface temperatures.

a. Changes in cloud amount and local feedback parameters

Figure 7 shows changes in the annual mean low-level cloud amount (i.e., clouds below 700 hPa) and the local cloud feedback parameter $\lambda$ obtained with the two autoconversion schemes at a horizontal resolution of $0.5^\circ \times 0.5^\circ$. The underlying climate change signal for sea surface temperatures obtained from CMIP3 results for late twenty-first century conditions (see section 2c for details) is also shown. Both autoconversion schemes give a very similar geographical pattern and amplitude for changes in the low-level cloud amount because of global warming and the corresponding local feedback parameters. Simulations with the conventional autoconversion scheme as well as with the integral constraint method show a distinct reduction in low-level cloud amount by 5%–10% particularly in the two stratocumulus regions in the Northeast (120°–140°W, 15°–30°N) and Southeast Pacific (82°–96°W, 15°–5°S). Average liquid water path values in these regions also decrease by about 10%. The corresponding local feedback parameters in the stratocumulus regions are in the range of 4–7 W m$^{-2}$ K$^{-1}$. As discussed in Lauer et al. (2010), this positive cloud–climate feedback simulated by iRAM in the stratocumulus regions is particularly caused by a decrease in low-level cloud amount. This decrease in low-level cloud amount in the model is a result of the decrease in average inversion height. The temperature inversion in the subtropical subsidence regions caps the marine boundary layer clouds and prevents further vertical growth of the stratocumuli. With an average inversion height decrease and only a marginal average cloud base height change, the mean cloud thickness decreases. This makes the stratocumulus decks more susceptible to breaking up and reduces the average cloud amount (Lauer et al. 2010). In contrast, low-level
cloud amount increases by 2%–8% in the equatorial Pacific region resulting in negative local cloud feedback parameters of around \(-2\) to \(-3\) W m\(^{-2}\) K\(^{-1}\). The equatorial Pacific is the only region in the East Pacific showing a significant negative cloud–climate feedback. This negative cloud–climate feedback in the model is caused by an increased low-level cloud amount as a result of increased low-level convergence. The increased low-level convergence itself is a response to the stronger increase in equatorial SSTs compared to adjacent regions to the north and south (Fig. 7). For a more detailed discussion on possible mechanisms of the modeled cloud–climate response in the East Pacific we refer to our previous work in Lauer et al. (2010).

Throughout most of the model domain, differences in the local feedback parameters obtained with the two autoconversion schemes are small and within a range of \(-1\) and 1 W m\(^{-2}\) K\(^{-1}\). Clouds in the model simulation with the integral constraint method are, however, slightly more sensitive to global warming yielding local feedback parameters at individual locations that can be up to 1–3 W m\(^{-2}\) K\(^{-1}\) higher than those obtained with the conventional autoconversion scheme: At a horizontal resolution of \(0.5^\circ \times 0.5^\circ\), application of the integral constraint method results in a slightly increased sensitivity of low-level marine clouds to global warming throughout the model domain with exception of the Northeast Pacific stratocumulus region and the equatorial region (115\(^\circ\)–145\(^\circ\)W, 4\(^\circ\)S–4\(^\circ\)N). The average cloud sensitivity increases by 9% in the two trade wind regions and by 31% in the Southeast Pacific stratocumulus region. In contrast, the sensitivities decrease by 2% in the Northeast Pacific stratocumulus region and by 11% in the equatorial Pacific. Averaged over the whole model domain, the cloud sensitivity to global warming increases by 15% when applying the integral constraint method compared with that applying the conventional approach. The model results suggest that uncertainties in estimates of the cloud–climate feedback of low marine clouds over the East Pacific introduced by tuning the warm rain formation to compensate for subgrid-scale variabilities of cloud properties are small. However, we would like to stress that this does not necessarily apply to mid- and high-level clouds. The regional model

**Fig. 7.** Ten-year average change in (middle) low-level cloud amount (ΔCA), (bottom) cloud feedback parameter (λ), and (top) the underlying climate change signal in sea surface temperatures (ΔSST, top) due to global warming compared with present-day conditions. (left) (a) The results from the conventional autoconversion scheme (Liu et al. 2007), (middle) (b) the results from the integral constraint method, and (right) shows the differences between (a) and (b).
used here has been specifically tuned to reproduce low-level marine clouds in this region whereas in global models commonly the same tuning is applied to all different kinds of clouds (low-, mid-, and high-level, marine and continental clouds).

b. Dependence of cloud sensitivity on model tuning

While the integral constraint method is scale aware and does not need to be adjusted for different horizontal resolutions, conventional autoconversion schemes have to implicitly account for unresolved subgrid-scale variability of cloud properties by, for instance, adjusting the rain formation efficiency. As discussed above, the Liu et al. (2007) scheme provides much higher rain formation rates than Khairoutdinov and Kogan (2000) and so performs well when implemented in iRAM at 0.5° × 0.5°. For the coarser resolutions, however, iRAM systematically overestimates cloud water using the Liu et al. (2007) scheme. We therefore tuned the rain formation efficiency by increasing the autoconversion rate for the 1° × 1° experiment by 50% and for the 2° × 2° simulation by 100%.

Figure 8 shows 10-yr mean changes in zonally averaged (160°–60°W) (left) liquid water path (in g m⁻²), (middle) rain rate (mm day⁻¹), and (right) low-level cloud amount (%) for the global warming case compared with present-day conditions (1999–2008). Shown are results obtained with the integral constraint method (solid lines) and with a tuned version of the Liu et al. (2007) autoconversion scheme (dashed lines, tuning factors are given in brackets). Results shown are for horizontal model resolutions of 0.5° × 0.5°, 1° × 1°, and 2° × 2°.

Figure 9 shows 10-yr mean changes in zonally averaged (over the longitude range 160°–60°W) LWP, daily rain rate, and low-level cloud amount due to global warming relative to present-day conditions. Particularly for the response of daily rain rates to global warming as well as changes in LWP, we find that the differences among the model experiments at different horizontal resolutions are larger than those between the tuned conventional autoconversion scheme and the integral constraint method. This suggests that taking the subgrid-scale variability of clouds implicitly into account by carefully tuning a conventional autoconversion scheme provides results for the response of low-level clouds to global warming similar to the observationally constrained autoconversion scheme. However, we would like to point out again that no conclusions can be drawn from these experiments for clouds with a significant ice phase such as in the case of mixed phase clouds or deep convection because the integral constraint method in its current form can only be applied to warm clouds (section 2a). Note also that all three horizontal resolutions give a qualitatively similar response of cloud properties and precipitation to global warming.

To investigate the impact of autoconversion tuning on different cloud regimes, we compare local feedback parameters obtained with Liu et al. (2007) with results obtained with the integral constraint method for different regions. We divide the model domain into the following subregions: Northeast Pacific stratocumulus region (120°–140°W, 15°–30°N), Southeast Pacific stratocumulus region (82°–96°W, 15°–5°S), Pacific trade wind regime (140°–150°W, 15°–30°N), Atlantic trade wind regime (65°–75°W, 15°–30°N), equatorial Pacific region (115°–145°W, 4°S–4°N), and the entire model domain (60°–160°W, 30°S–30°N). Figure 9 shows the domain averaged local feedback parameters for these regions at the three horizontal resolutions 0.5° × 0.5°, 1° × 1°, and 2° × 2°. The stratocumulus regions and the Northeast Pacific and Northwest Atlantic trade wind regimes show strong positive cloud–climate feedbacks at all horizontal resolutions and for both autoconversion schemes. Average local feedback parameters range from about 2 W m⁻² K⁻¹ in the Atlantic trade wind region at 0.5° × 0.5° to 4.5 W m⁻² K⁻¹ in the Northeast Pacific stratocumulus region (0.5° × 0.5°). On average, model simulations using the integral constraint method
show a cloud sensitivity to global warming about 10%–15% higher than in the corresponding simulations with the tuned conventional autoconversion scheme. Consistent with this more positive cloud feedback, the integral constraint method also gives a 10%–15% weaker cloud response (less negative) in the equatorial Pacific compared with the Liu et al. (2007) autoconversion scheme. Averaged over the entire model domain, the integral constraint method gives an about 5%–15% stronger (more positive) cloud response than the conventionally tuned autoconversion parameterization. These differences are, however, smaller than the differences between the different horizontal model resolutions. We therefore conclude that tuning of the precipitation formation efficiency in warm clouds to present-day conditions does not significantly affect results for the response of low-level marine clouds to global warming. This is an important result because it reassures that the common practice of tuning cloud schemes by adjusting the efficiency of warm rain formation to improve agreement with observations is reasonable and can be applied to climate change scenarios. Furthermore, our results suggest that tuning of the autoconversion efficiency is likely not a leading reason for the large spread in cloud-climate feedbacks and therefore climate sensitivities shown by current state-of-the-art global climate models.

5. Summary and conclusions

We performed two sets of model experiments using the International Pacific Research Center’s Regional Atmospheric Model (iRAM): 1) 1-yr integrations at horizontal resolutions between 0.25° × 0.25° and 2° × 2° to evaluate the scale awareness of the integral constraint method and to compare those results to the ones obtained with two conventional autoconversion schemes; and 2) 10-yr integrations for present-day and late twenty-first century conditions using the integral constraint method and with a tuned conventional autoconversion scheme to assess the impact of autoconversion tuning on results for the cloud sensitivity to global warming.

Comparisons of results from iRAM for present-day conditions showed that the integral constraint method does not only give reasonably good agreement with observations for key parameters such as liquid water content and shortwave cloud forcing, but also gives consistent results at different horizontal resolutions without the need for additional tuning of the rain formation scheme. In contrast, the two tested conventional autoconversion schemes overestimate liquid water path and shortwave cloud forcing particularly at resolutions coarser than 0.5° × 0.5°. The reason for this overestimation in cloud water and shortwave cloud forcing is unrealistically small precipitation formation rates and consequent overestimation of cloud lifetime. When using gridbox mean values as input parameters for nonlinear cloud microphysical processes such as rain formation, neglecting the subgrid-scale variability of cloud properties results in biases that increase as the horizontal model resolution decreases. This intercomparison also showed that while the integral constraint method provides consistent vertical liquid water content profiles at different horizontal resolutions for low-level clouds, which are predominant in the VOCALS-REx region, this is not the case for deep convection in the ITCZ. The assumptions made in the integral constraint method using satellite observations to constrain rain
formation in warm clouds are not valid for mixed phase or ice phase clouds and a conventional rain formation parameterization is used whenever the cloud ice to cloud liquid water ratio exceeds 10%. No conclusions can therefore be drawn for deep convective clouds.

To assess the impact of autoconversion tuning on the cloud response to global warming, we examined cloud–climate feedbacks in the East Pacific region using prescribed boundary conditions for late twenty-first-century conditions. The model simulations using the pseudo-global-warming method were conducted at horizontal resolutions of $0.5^\circ \times 0.5^\circ$, $1^\circ \times 1^\circ$, and $2^\circ \times 2^\circ$. We compared results obtained with the scale-aware integral constraint method with results obtained with the tuned conventional autoconversion scheme from Liu et al. (2007). These model simulations show that the geographical pattern and the amplitude of the cloud response to global warming quantified by the local feedback parameter are not greatly different whether they are obtained with the integral constraint method or the tuned conventional autoconversion scheme. However, the cloud sensitivity to global warming obtained using the integral constraint method is found to be about 10%–30% higher than that obtained with the conventional approach in the Southeast Pacific stratocumulus regions as well as the Northeast Pacific and Northwest Atlantic trade wind regimes. In the Northeast Pacific stratocumulus region, the cloud sensitivity to global warming does not depend significantly on the choice of autoconversion scheme. In the equatorial East Pacific, the cloud sensitivity to global warming drops by 10%–15% (becoming more positive) when the integral constraint method is used, with the degree of sensitivity here depending somewhat on the horizontal model resolution. Averaged over the entire domain, clouds simulated with the integral constraint method are about 5%–15% more sensitive to global warming than in the results obtained with the conventional autoconversion scheme. The differences between the feedbacks among the horizontal resolutions examined are generally larger than those caused by changing between the integral constraint method and the Liu et al. (2007) scheme.

Note that given the large uncertainties in the modeled cloud response to global warming in general, those differences among the different horizontal resolutions can be considered small, increasing the confidence in the results from our previous work. Lauer et al. (2010) found a strong positive cloud–climate feedback of low-level marine clouds over the eastern Pacific and, in particular, a cloud feedback in this that was larger than displayed by current global coupled models. This result has important implications for the projection of future climate change and this study can be considered an attempt to examine the robustness of the Lauer et al. (2010) findings. In particular the present study shows that the basic result of Lauer et al. (2010) is fairly robust to changes in horizontal model resolution and to the details of the treatment of cloud water conversion processes. Our results suggest that use of a carefully tuned conventional autoconversion scheme may be adequate to assess cloud–climate feedbacks of low-level marine clouds. This is particularly the case for the two stratocumulus decks in the East Pacific. Our present results further suggest that the possible uncertainty in simulation of cloud feedbacks due to the treatment of autoconversion is modest and does not play a major role in explaining the large spread in climate sensitivity among current state-of-the-art climate models. However, because of the restriction of the integral constraint method to warm clouds, no conclusion can be drawn for clouds with a significant mixed phase or ice phase such as in the case for deep convective clouds or typical mid- and high-latitude clouds. Another limitation of the integral constraint method is that it remains unclear whether the LWP PDF obtained from observations changes significantly in future climate. Future studies will help to address this uncertainty by analyzing the LWP variability as a function of anomalies in SST and lower tropospheric stability (LTS) as well as the El Niño–Southern Oscillation (ENSO) state. We also would like to point out that while we have not found the details of the warm rain formation parameterization to have a strong impact on results for the cloud response to global warming, this might not be the case for indirect aerosol effects. Rotstaiyn (2000) and Golaz et al. (2011), for instance, found a large impact of autoconversion on indirect effects, which are also important for global warming.
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