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SUMMARY

This two year grant supported the development and testing of an operational algorithm which combines observations from the AVHRR and HIRS/2 instruments with NMC forecast model temperature and moisture profiles to generate: global distributions of cloud altitudes and amount; the spectral radiative forcing of clouds; and the spectral greenhouse effect of water vapor. The algorithm was run in a real-time, hands-off mode for three months: July 1993, January 1994 and then again in July 1994. These three month tests using the NOAA-12 satellite demonstrated the operational nature of the algorithm. A brief description of the algorithm is given below. Some of the science results are detailed in the accompanying papers.

Algorithm Overview

The algorithm designed to operate in near-real time for the purpose of monitoring climate parameters and which makes use of collocated radiance measurements from the Advanced Very High Resolution Radiometer (AVHRR) and the High Resolution Infrared Sounder/2 (HIRS/2) is referred to as CHAPS - Collocated HIRS/2 and AVHRR ProductS. Observations from instruments aboard NOAA-12 space platform were used in conjunction with forecast model output from the National Meteorological Center (NMC) to produce global distributions of cloud altitude and amount, the spectral greenhouse effect of the atmosphere, and spectral cloud radiative forcing. The feasibility of collocating measurements from two instruments and analyzing the combined data in near real-time was clearly demonstrated. The technique discussed below can therefore be adapted into an operational algorithm or applied to historical data sets.

The spatial resolution of the HIRS/2 is nominally 17 km at nadir, while that of the AVHRR is 1 km. The present study utilized AVHRR Global Area Coverage (GAC) data, where every third scan-line was recorded and four of each five-pixel group along these scan lines were averaged, resulting in a nominal resolution of 4 km. The NOAA-12 space platform is in near-terminator sun-synchronous orbit with an inclination of approximately 110 degrees and height of 850 km. Such an orbit provides near-global coverage in 24 hours, with observations near 07:30 and 19:30 local time for most latitudes. This allows monitoring of day to day changes in clear-sky radiative properties due to variations in atmospheric moisture and temperature. This is particularly important in areas of the world which are otherwise very data-sparse.

The radiance data were acquired in near-real time from the Man-computer Interactive Data Access System (McIDAS) at the University of Wisconsin-Madison. Calibrated and navigated AVHRR and HIRS/2 measurements are stored on an IBM 4381 mainframe several hours after the completion of each orbit by the spacecraft. These data
sets remain on the computer for approximately 24 hours, until being overwritten by more recent observations. Global fields of vertical temperature and moisture profiles were obtained from the NMC in Camp Springs, MD. These “final analysis” fields are output for 0 and 12 hours UTC and are available approximately 10 hours later. Weekly global Reynolds' blended sea-surface temperatures (SSTs) were also received from the NMC.

Because of the tremendous volume of data, particularly from the AVHRR, processing had to be completed in a timely fashion to reduce the amount and cost of storage space. This was accomplished with the use of an IBM RISC 6000 computer. When new orbital data appeared on the mainframe, it was transferred to the RISC 6000 by use of the standard File Transfer Protocol (ftp) software. A pre-processing program was run periodically to ascertain which ancillary data sets would be needed (e.g. NMC profiles which would not be available for several hours), to match up the HIRS/2 and AVHRR orbital data sets, and to generate any other parameters necessary for processing. The input NMC temperature and moisture fields were linearly time-interpolated when necessary, to the nearest hour of the orbital start times. Such a scheme is adequate for processing over the ocean surface. This software acted as a funnel, gathering data from several machines, usually at several different times, and providing the main processing stream with all of the information needed to process one complete orbit.

The central and most CPU-intensive task of the data processor is the collocation of the AVHRR GAC pixels within the larger HIRS/2 footprints. The method described by Aoki (1980) was chosen, but where GAC data is used in place of the 1 km Local Area Coverage (LAC) type. This method has been used with good success by the present authors. Although the attempt was made to process as much data as possible, in order to minimize problems associated with limb measurements, sun glint, and angular effects on visible measurements, fields of view (FOVs) beyond 30 degrees of nadir were eliminated from the collocation. Also, poleward of 70 degrees latitude only one of four HIRS/2 FOVs was collocated with AVHRR pixels, due to the over sampling by polar orbiters in these regions. By restricting scan width, the amount of time needed to achieve truly global coverage is lengthened to two days, but any given geographical area is observed at least once for four consecutive days near the equator and more often nearer the poles. Even with the above restrictions, approximately 20,000 collocated HIRS/AVHRR FOVs were produced per orbit with about 30 AVHRR GAC observations for each HIRS/2. The collocated measurements (as well as all derived products) were mapped onto a 2.5 latitude equal-surface-area grid according to the International Satellite Cloud Climatology Project (ISCCP) binning scheme.
A check on the quality of the collocations is readily accomplished by comparison of the 11 micron window channel measurements of each instrument. Given that the atmosphere is nearly transparent at this wavelength, both instruments sense a wide variety of scene temperatures as the spacecraft progresses in its orbit. AVHRR pixel radiances were averaged over the corresponding HIRS/2 FOVs and converted to equivalent temperatures, then compared to those of the single HIRS/2 measurements. AVHRR data were also corrected for the known non-linearity of calibration in the three infrared channels. Correlations over an orbit were generally greater than 0.99.

Because it is convenient in terms of computer processing efficiency, three other algorithms are executed during the collocation step. First is the CO₂-slicing method of cloud altitude determination using five of the HIRS/2 infrared channels. This information is used as part of a quality control system for clear-sky determination later in the processing stream. Secondly, histograms of AVHRR pixel values for each of its five channels are produced for each ISCCP region viewed. The class widths are 0.5K for infrared channels and 1% for the visible. Only those pixels found to be located within HIRS/2 FOVs are incorporated into the histograms, which saves considerable amounts of computer time. Third, an estimate of total precipitable water at the location of each HIRS/2 FOV is computed based on spatially and temporally interpolated NMC temperature and moisture profiles.
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ABSTRACT

This paper presents a quantitative comparison of two cloud detection techniques using satellite observations. The AVHRR (Advanced Very High Resolution Radiometer) Processing scheme Over cCloud Land and Ocean (APOLLO) makes use of five spectral channels with a spatial resolution of 1.1 km. The Collocated HIRS/2 and AVHRR Products (CHAPS) operates with more spectral channels but at lower spatial resolution. Both techniques have been designed to work in an automated mode, collecting and analyzing satellite data in real-time. Major differences between the two methods include sub-sampling of the AVHRR pixels by CHAPS, inclusion of HIRS/2 observations by CHAPS, and differing approaches in selecting clear radiance thresholds.

Over oceans, the agreement in total cloud cover between the two satellite techniques is very good \((r=0.92)\). Application of a dependent sample \(t\)-test to the two cloud amount data sets indicates that there is a greater than 99.9% probability that the two samples were drawn from the same population. This demonstrates that the subsampling of AVHRR pixels in the CHAPS processing is appropriate for deriving cloud amounts over a 2.5 degree oceanic region. For such a region, there is a tendency for CHAPS to derive higher cloud amounts than APOLLO. This is attributed to differences in clear-sky radiance thresholds derived from the CHAPS spatial variability test.
Over land, the derived cloud amount products from the two methods are considerably different. The CHAPS product is an effective cloud amount, defined for each HIRS field of view, which is the product of cloud fraction and cloud emissivity, rather than a simple areal percentage. Also, the HIRS/2 footprint size (17 km at nadir) is much larger than that of the AVHRR. There is a good correlation of the two cloud products (r=0.82); however, a t-test indicates the two techniques are deriving fundamentally different parameters. This is consistent with the above differences.

To reference the satellite derived cloud amounts to more traditional observations, APOLLO results are compared with surface observations of cloud amount. The APOLLO cloud amount and surface observations of cloud cover are generally within ±5%.

Recommendations for improving the two cloud retrieval techniques are suggested.
1 Introduction

Radiance measurements from meteorological satellites provide the best means of routinely monitoring the global distribution of various climate parameters. One such parameter is cloud amount. Various approaches to cloud detection using satellite data have been developed (Smith and Platt, 1978; Coakley and Bretherton, 1982; Liljas, 1984; Arking and Childs, 1985; Saunders and Kriebel, 1988; Stowe et al, 1991; Derrien at al 1993). The most comprehensive effort so far is the International Satellite Cloud Climatology Project (ISCCP) (Rossow and Gardner, 1993a and b) which derives cloud cover and cloud optical depth on a global scale using observations from multiple satellites.

Verification of satellite derived cloud parameters is a complex task due to difficulties in establishing "ground truth" values. There are three basic steps in validating a cloud retrieval algorithm from satellite observations:

(1) Empirical image analysis is based on the visual inspection of a cloud masked image, with comparisons to images of various satellite spectral channels (Simpson and Humphrey, 1990). This validation procedure is important in the development of a cloud detection algorithm as it provides a human interpretation of over-all performance.

(2) Validation is also accomplished through comparisons of satellite estimates with surface based observations (Smith and Platt, 1978; Platt et
al 1980; Ackerman and Cox 1981; Ackerman and Cox, 1987, Rossow and Gardner 1993c) or aircraft observations (Kriebel et al 1989; Kästner et al 1993). Comparisons with aircraft observations or ground-based active sensors are often limited to case studies and are not straightforward due to variations in the physical definition of what is a cloud, and differences in the volume of the atmosphere sampled.

(3) Comparing the results of different satellite retrieval schemes (Rossow and Gardner, 1993c) is another method of validation. As with the satellite versus surface or aircraft comparisons, an intercomparison between two satellite techniques provide a tool for understanding the strengths and weaknesses of each retrieval approach.

This study compares derived cloud amounts from two satellite algorithms. In addition, one of the techniques is compared with surface observations. The objective of these comparisons was to determine the consistency between the two techniques and to identify potential problems with the algorithms. An overview of the algorithms is presented in Section 2. In the first comparison (Section 3.3) the two methods are applied to ocean scenes. Section 3.4 presents a comparison of results from the operational runs of the two algorithms of land. Potential improvements and conclusions are presented in Section 4.
2 Algorithm Overviews

This section presents a brief overview of the two cloud retrieval schemes used in the study. Specific details of the algorithms can be found in the references cited.

2.1 APOLLO

The AVHRR Processing scheme Over cLoud Land and Ocean (APOLLO) has been discussed in detail by Saunders and Kriebel (1988), Kriebel et al (1989) and Gesell (1989). The scheme uses AVHRR channels 1 through 5 at full spatial resolution, nominally 1.1 km at nadir. The 5 spectral bandpasses are approximately 0.58-0.68μm, 0.72-1.10μm, 3.55-3.93μm, 10.3-11.3μm and 11.5-12.5μm. The technique is based on 5 threshold tests. A pixel is called cloudy if it is brighter or colder than a threshold, if the reflectance ratio of channels 2 to 1 is between 0.7 and 1.1, if the temperature difference between channel 4 and 5 is above a threshold, and if the spatial uniformity over ocean is less than a threshold (Kriebel et al, 1989). The pixel is defined as cloud contaminated if it fails any single test. Two of those tests are then used with different thresholds to identify fully cloudy pixels from the partially cloud contaminated ones (Kriebel et al, 1989). During daytime, AVHRR channel 3 reflectance is used to help discriminate between water and ice clouds. During night time, a different scheme is applied which makes use of temperature differences between the 3 IR channels. Cloud
cover is derived from all pixels, whereas cloud optical properties are derived from fully cloudy pixels only (Kriebel et al, 1989). The derivation of cloud radiative properties is based on parameterizations which relate the channel 1 reflectance to optical depth in case of water clouds and to IR emissivity in case of ice clouds. Liquid/ice water path is also derived. Validations with airborne in situ data show uncertainties in the derived liquid water path of approximately 30% (Kriebel, 1989).

2.2 CHAPS

A near real-time algorithm to derive climate parameters using collocated HIRS/2 (High-resolution InfraRed Sounder) and AVHRR observations has been developed and implemented at the Cooperative Institute of Meteorological Satellite Studies (CIMSS). The Collocated HIRS/2 and AVHRR ProductS (CHAPS) combines observations from the AVHRR and HIRS/2 instruments with NMC (National Meteorological Center) analysis fields to derive the global distribution of various climate products (e.g., global distributions of cloud altitudes and amount; the spectral radiative forcing of clouds; and the spectral greenhouse effect). CHAPS was developed not only to determine cloud amount and cloud type, but also for investigating their impact on the radiative energy budget, a fundamental climate parameter.

Many algorithms have been developed for analyzing observations of the AVHRR instruments (e.g., cloud coverage and Normalized Difference Vege-
tation Index). The main advantage of the AVHRR is its high spatial resolution. Its five channels are in spectral regions where atmospheric absorption is weak and therefore the AVHRR is often applied to surface studies and cloud and aerosol detection. Nearly as many algorithms have been developed for the HIRS/2 data stream. The advantage of the HIRS/2 is not its spatial resolution, approximately 17 km at nadir, but rather its multi-spectral observations. HIRS/2 spectral channels (19 infrared and 1 visible) were selected to study atmospheric characteristics (e.g., temperature and moisture retrievals). By collocating the AVHRR pixels within the larger HIRS/2 footprint, we take advantage of the strength of each instrument to derive an enhanced climate product. CHAPS incorporates many of the published algorithms for cloud detection. A detailed description of the clear-sky radiance retrieval is discussed in Frey et al (1994).

The AVHRR and HIRS/2 collocation is based on the method described by Aoki (1980). The collocation analysis is performed daily for each satellite orbit. To reduce the amount of data processed and to minimize problems associated with limb measurements, FOVs beyond 30 degrees of nadir were eliminated from the collocation procedure. The cloud type classification combines a variety of well-known approaches, such as the split window, CO₂-slicing (Smith and Platt 1978) and spatial variability, along with new methods based on 8, 11 and 12 micron observations (Strabala et al 1994). Over oceans, CHAPS makes use of AVHRR single-pixel information to derive a clear-sky threshold and a total cloud cover product. If the
CO₂-slicing method detects a cloud top pressure less than 500 mb, than an effective cloud amount (the product of emissivity and cloud amount) is derived from the HIRS/2 observations. The CHAPS analysis scheme was run in near-real time for the months of July 1993 and January and July 1994. While CHAPS global processing makes use of GAC (Global Area Coverage) data, the algorithm can also be applied to the LAC (Local Area Coverage) data. The LAC data is the full spatial resolution AVHRR data with a 1.1 km FOV at nadir. The GAC data resolution is often referred to as 4 km resolution as it is derived by averaging 4 out of 5 LAC pixels on every third scan line. Over land, CHAPS relies heavily on the CO₂ slicing approach (Wylie et al 1994).

3 Comparison Results

3.1 Satellite Algorithm Differences

There are fundamental differences between CHAPS and APOLLO that need to be remembered in the comparisons presented below.

(a) CHAPS operates at the 17 km pixel resolution of the HIRS/2 instrument and analyzes only AVHRR pixels that lie within those footprints. As the HIRS/2 FOVs do not overlap, spacing is approximately 30 km, CHAPS does not make use of all the AVHRR observations in a given scene. APOLLO's fundamental resolution is 1.1 km, and it makes use of all AVHRR pixels within the specified scene.
(b) CHAPS relies mostly on the infrared channels of the AVHRR and HIRS/2 collocated data. A visible reflectance threshold test is conducted by CHAPS only over the ocean regions, while APOLLO makes use of visible thresholds tests as well as the ratio of reflectances between channel 2 and channel 1 (Saunders and Kriebel 1988).

(c) While both techniques use AVHRR observations, CHAPS incorporates collocated HIRS/2 observations.

(d) CHAPS was designed for global application while APOLLO was developed for regional applications.

3.2 Comparison of APOLLO with Surface Observations

Before comparing the two satellite cloud retrievals, it is worthwhile to compare APOLLO derived cloud amounts with conventional surface observations. It is difficult to compare CHAPS derived cloud amounts with surface observations because of the large FOV of the HIRS/2 instrument. Through this analysis we attempt to establish APOLLO as a reference in the comparison with CHAPS. Figure 1 displays the geographic location of 25 German synoptic weather stations where open circles, triangles and filled circles represent land, mountain and city locations, respectively. The monthly mean cloud amount from these surface stations during July 1993 and January 1994 were compared to the APOLLO derived cloud amount over a 15 km
grid interval. The results are shown in Figure 2, where the symbols represent the surface types as noted in the legend. The very good agreement between the two cloud cover products is demonstrated in Figure 3, which shows a histogram of the surface cloud amount minus the APOLLO cloud amount. APOLLO has a slightly higher, 4.5%, mean cloud cover amount. The majority of the differences in cloud amount are within ±5%, with a skew towards larger APOLLO cloud amounts. The APOLLO derived cloud cover is greater in January than July, in agreement with seasonal changes observed at the surface (Branicki, 1963).

3.3 Ocean Scene Comparisons of APOLLO and CHAPS

In this section, APOLLO and CHAPS algorithms are applied to oceanic scenes, and cloud amounts derived over 2.5 degree regions. We have chosen ocean scenes in this first comparison to simplify the retrievals, as ocean surfaces are generally more uniform than land surfaces. In addition, CHAPS currently focuses on water regions, making the inter-comparisons more appropriate. In deriving clear-sky thresholds over oceans, both CHAPS and APOLLO make use of threshold, histogram and spatial variability tests using the AVHRR data. Thus, one would expect to see similar cloud amounts from the two techniques. APOLLO processes every pixel while CHAPS subsamples, so this comparison will indicate the potential impact of the CHAPS subsampling on the 2.5° grid mean cloud cover estimates.
CHAPS uses the AVHRR pixels within the HIRS/2 FOV to derive a total cloud amount, in addition to the effective cloud amount derived using the HIRS/2 15 µm CO₂ channels (Menzel et al 1994). Emphasis is put on comparisons of total cloud amounts derived by the two algorithms at the AVHRR pixel level.

Figure 4 depicts a comparison between APOLLO and CHAPS total cloud amounts for Pacific ocean regions viewed by the NOAA-10 satellite in July 1987. Each point represents an average cloud amount over a 2.5 degree grid box. Agreement is very good, with a correlation coefficient of 0.92. A histogram summary of the cloud amounts is depicted in Figure 5. Averaging the individual 2.5 degree scenes together, CHAPS results in a mean cloud cover of 89.9% ±10.5 and APOLLO yields 87.3% ±10.9. The 95% confidence intervals of the mean, which gives us the range of values where the “true” mean is located, is 86.4-93.3 percent for CHAPS and 83.7-91.0 for APOLLO. Thus the means of each algorithm lie within the 95% confidence levels of the others. A dependent sample t-test was applied to the two cloud amount data sets, indicating that there is greater than a 99.9% probability (p-level less than 0.001) that the two samples were drawn from the same population. This demonstrates that the subsampling in the CHAPS processing of AVHRR pixels is appropriate for deriving cloud amounts over a 2.5° oceanic region. This is an important result in that CHAPS was designed for global processing, and subsampling allows a substantial reduction in processing time and data storage.
Figure 4 demonstrates that over the 2.5° region, CHAPS’ cloud amounts are greater than APOLLO’s. These differences are not solely attributed to the AVHRR subsampling of the CHAPS; it suggests the two techniques are deriving slightly different cloud thresholds. Over ocean scenes, both algorithms make use of spatial variability tests for cloud threshold detection.

APOLLO scene uniformity tests are applied to 3×3 groups of pixels. Figure 6a is an example of a spatial variability test using such groups. Clear-sky scenes are found in these very cloudy regions where 3×3 groups of radiance measurements are both warm and show little variance. CHAPS, because of its interest in detecting clear-sky HIRS/2 footprints needed for the spectral greenhouse parameter and spectral cloud forcing (Frey et al, 1994), conducts spatial variability tests at that resolution. That is, uniformity tests are applied by averaging all AVHRR pixels within a HIRS/2 footprint (more than 200 of the 1 km pixels). Figure 6b is similar to Figure 6a, but shows the results of the CHAPS variability test over the same region. Due to larger spatial averaging associated with Figure 6b, the standard deviations over the HIRS/2 FOV are generally greater than the 3×3 grouping of APOLLO. The effect, is to define a uniform scene at the HIRS/2 spatial scale that may include some clouds. The result, is CHAPS selects an AVHRR clear-sky radiance threshold that is slightly colder than APOLLO, and thus produces a higher cloud amount. In addition, since APOLLO processes all pixels within the scene, it has a higher probability of finding
a uniform scene than CHAPS, which processes only those AVHRR pixels that lie within a HIRS/2 footprint.

3.4 Comparison of Operationally Derived Products

Since September 1991, the APOLLO scheme has been retrieving cloud properties over a region which includes the Alps (44.25N to 49.25N latitude by 6.4E to 13.6E longitude). One of the APOLLO derived operational products for this region is total cloud amount at a spatial scale of approximately 15 km. In operational mode, APOLLO works with observations from the mid-afternoon NOAA polar orbiting satellite (e.g., NOAA-11).

CHAPS has been applied to global NOAA-12 data during July 1993, January and July 1994. CHAPS focuses on deriving climate parameters over oceanic regions. Over land, CHAPS currently relies heavily on the CO2-slicing algorithm, similar to Wylie et al (1994). In the analysis that follows, the collocated AVHRR data are used by CHAPS in a simplified method to assess the uniformity of the HIRS/2 footprints in an attempt to improve clear-sky determination. For example, during summer, if the HIRS/2 11µm brightness temperature is 8 or more degrees warmer than the National Meteorological Center (NMC) surface analyzed temperature, and the variation of the AVHRR collocated channel 4 pixels is less than 1.5K, the scene is assumed to be completely clear. This test is not applied over mountainous regions, such as the Alps, where large variations in
surface temperature can be expected. Unlike the analysis of ocean scenes, CHAPS currently does not derive a total cloud amount over land using the individual AVHRR pixels.

In this section, we compare the APOLLO retrieval of monthly mean total cloud cover for this geographic region with a similar product derived from CHAPS, the effective cloud amount derived from the CO$_2$-slicing method. Both cloud cover products were derived from the automated runs of the two algorithms. The APOLLO scheme used data from the NOAA-11 mid-day overpasses, while CHAPS processed both ascending and descending node of the NOAA-12. There are time differences in the two schemes due to the use of different satellite platforms. This may impact the comparisons if there is a large diurnal variation in cloud amount. In addition, due to diurnal variations in surface properties, we cannot make direct comparisons of clear-sky radiances. A 60 year analysis of surface observed cloud amounts in Germany (Branicki, 1963) indicates that the diurnal differences in cloud amount during these time periods should be less than ±10%.

Due to the large footprint size of the HIRS/2 and because of the limitation in view angle applied by CHAPS, it is not possible to re-sample CHAPS at the high spatial resolution of the APOLLO. Thus the results of the two algorithms were averaged over a 0.5° latitude by 1° longitude grid. As the CHAPS relies mostly on the CO$_2$-slicing method over land, the APOLLO cloud amounts are compared with the CHAPS effective cloud amounts, defined as the product of cloud amounts and cloud emissivities. Results of
the comparison are shown in Figure 7. Circles represent comparisons for the month of July (open circles for 1993, filled circles for July 1994), while the stars are results from January 1994. The ellipse, oriented along a linear regression between the two cloud products, denotes the 95% confidence level. The small circles on the right axis denote the CHAPS retrieved effective cloud amounts while those on the top represent the APOLLO cloud amounts. These small circles allow one to easily compare the cloud distributions of the two techniques (e.g., maximum, minimum and median values).

As expected, the CHAPS effective cloud amounts are generally less than the APOLLO derived cloud amounts. The CHAPS effective cloud amount \( (N\varepsilon) \) is derived from the HIRS/2 11\( \mu \)m window radiance using

\[
I_{\text{meas}} = I_{\text{clear}} - N\varepsilon(I_{\text{clear}} - I_{\text{cloud}})
\]

where \( I_{\text{clear}} \) and \( I_{\text{cloud}} \) are the clear-sky and cloud radiances respectively.

The cloud radiance is determined from the CO\(_2\) slicing derived cloud temperature and the Planck function. Since the cloud emissivity is less than or equal to 1, the effective cloud amount of the CHAPS should be less than the APOLLO derived cloud amount. Another factor contributing to the smaller CHAPS cloud amounts is the different techniques used by the two cloud retrieval algorithms. Over land, CHAPS relies solely on infrared tests. APOLLO, on the other hand, uses infrared and visible tests in its cloud detection over land. The visible tests are useful for detecting low
level clouds where the temperature difference between the cloud and surface is small. In addition, the higher spatial resolution of APOLLO allows for better detection of small clouds.

The linear correlation coefficient between the two samples is 0.81. The average difference between the two techniques is approximately 24%, which cannot be explained solely as a result of the different sampling times of the two satellites. Based on 60 years of surface observations (Branicki, 1963) in Germany, the expected diurnal differences in the monthly mean cloudiness induced by the different satellite overpasses is less than ±10% in July and ±5% in January. Another notable feature of Figure 7 is the difference in the range of cloud amounts derived by the two techniques. The APOLLO cloud amount ranges from approximately 30%–95% while the CHAPS ranges from 5% to 90%. The mean cloud amount from these months is 48.6% and 72.9%, with the 95% confidence intervals of 45.6–51.7 and 71–74.8 % for CHAPS and APOLLO respectively. The means of each data set lie well outside the expected mean of the other. Applying a t-test for independent samples to test the significance of this difference between the means of the two samples of observations, demonstrates that it is highly significant (>99%). Thus while the two data samples are correlated, the cloud properties that are inferred are different (e.g., cloud amount versus effective cloud amount).

A histogram of the frequency of occurrence of total cloud amount in categories of 5% is shown in Figure 8. As with the means, the CHAPS
median value is approximately 22% smaller than APOLLO. The CHAPS also has a larger standard deviation (19% versus 12%) and a larger range. The mean and median values of each technique are similar. Both techniques are skewed to smaller cloud amounts, though APOLLO has a larger skew towards smaller cloud amounts. The smaller cloud amounts are generally associated with the summer observations.

It is worthwhile to note that while there are large significant differences between the means, the two techniques have similar month-to-month variations. This is demonstrated in a box-whisker diagram (Figure 9) where the points represent the monthly mean cloud amount of the region (circles - CHAPS and squares - APOLLO) and the whiskers are ± 2 standard deviations about the mean. Both techniques have a larger cloud amount in January than in July, in agreement with surface observations of cloud amount. Both approaches have largest variability during the month of July 1994.

4 Summary

A quantitative comparison of cloud amounts derived from two satellite cloud detection techniques is presented. APOLLO makes use of five spectral channels of the AVHRR with a spatial resolution of 1.1 km. The APOLLO cloud detection tests treat each pixel separately. Neighbors are considered only in the case of the spatial uniformity test. CHAPS performs similar
infrared tests as APOLLO, but includes more spectral channels by combining AVHRR observations with lower spatial resolution HIRS/2 (17 km at nadir) data. Both techniques have been designed to work in a real-time analysis mode.

A comparison of APOLLO derived total cloud amount with surface observations showed most differences being within ±5%.

When applied to 2.5° latitude and longitude ocean scenes containing stratus, there is excellent agreement (r=0.92) in total cloud cover between the two satellite techniques. A dependent sample t-test was applied to the two cloud amount data sets, indicating that there is greater than a 99.9% probability that the two samples were drawn from the same population. Thus, for global monitoring of cloud amount over oceans, processing only AVHRR pixels within the HIRS/2 FOV should not bias the CHAPS cloud amount results. While the means of each algorithm were within the 95% confidence levels of the other’s, CHAPS tends towards higher cloud amounts for each 2.5° ocean region. This results from conducting the CHAPS spatial variability tests over a larger region (HIRS/2 FOV) than the APOLLO (3×3 pixels).

Over land regions, CHAPS tended to produce a lower cloud amount, which was expected given that it actually derives an effective cloud amount (the product of cloud amount and cloud emissivity). There is a good correlation of the two satellite cloud products; however, a histogram analysis and
$t$-test implies that the two techniques are retrieving fundamentally different parameters. This is due to differences between spatial and spectral resolutions of the cloud detection techniques. While the two retrieval techniques result in different cloud amounts over land, they do capture the differences in the three months analyzed. Both have larger cloud amounts in January than in July, which is in agreement with surface based observations (e.g., Branicki, 1963).

These comparisons suggest the following improvements to CHAPS processing:

- Clear-sky thresholds using spatial variability tests can be improved by conducting the averaging over a smaller region than the HIRS/2 FOV. Groups of $3 \times 3$ pixels within the HIRS/2 FOV can be used to set the thresholds in future applications.

- Incorporating APOLLO’s AVHRR cloud detection test using the ratio of channel 2 to channel 1. Currently CHAPS uses a simple threshold on the reflectance in channel 2.

- CHAPS over land should make use the collocated AVHRR pixel values independent of the HIRS/2 analysis, similar to APOLLO processing.
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Figure 1. Geographic location of 25 German weather stations where circles, triangles and filled circles represent rural, mountain and city locations, respectively.

Figure 2. Surface derived cloud amount observations compared to the APOLLO derived cloud amount, where the different symbols represent the different surface sites as noted in the legend. The small circles on the right axis denote the surface cloud amounts while those on the top represent the APOLLO total cloud amounts.

Figure 3. Histogram analysis of the surface cloud amount minus the APOLLO cloud amount. Also shown is a least squares fitted normal curve.

Figure 4. Comparison of APOLLO and CHAPS total cloud amount for the Pacific ocean regions. Each point represents an average cloud amount over a 2.5 degree grid box.

Figure 5. A histogram summary of the cloud amounts derived from CHAPS and APOLLO over the Pacific region.

Figure 6. Spatial coherence diagram using (a) groups of $3 \times 3$ pixels and (b) averaging over the entire HIRS/2 footprint.

Figure 7. Regional cloud amounts of APOLLO versus the CHAPS effective cloud amounts. Circles represents comparisons for the month of July,
while the stars are results from January 1994. The ellipse, oriented along
a linear regression between the two cloud products, denotes the 95% con-
fidence interval. The small circles on the right axis denote the CHAPS
retrieved effective cloud amounts while those on the top represent the
APOLLO cloud amounts.

Figure 8. A histogram analysis of the frequency of occurrence of total cloud
amount in categories of 5% for APOLLO and CHAPS.

Figure 9. Box-whisker diagram of CHAPS and APOLLO derived cloud
amounts. The points represent the monthly mean cloud amount (cir-
cles – CHAPS and squares – APOLLO). The whiskers are ±2 standard
deviations about the mean.
Figure 1. Geographic location of 25 German weather stations where circles, triangles and filled circles represent rural, mountain and city locations, respectively.
Figure 2. Surface derived cloud amount observations compared to the APOLLO derived cloud amount, where the different symbols represent the different surface sites as noted in the legend. The small circles on the right axis denote the surface cloud amounts while those on the top represent the APOLLO total cloud amounts.
Figure 3. Histogram analysis of the surface cloud amount minus the APOLLO cloud amount. Also shown is a least squares fitted normal curve.
Figure 4. Comparison of APOLLO and CHAPS total cloud amount for the Pacific ocean regions. Each point represents an average cloud amount over a 2.5 degree grid box.
Figure 5. A histogram summary of the cloud amounts derived from CHAPS and APOLO over the Pacific region.
Figure 6. Spatial coherence diagram using (a) groups of 3×3 pixels and (b) averaging over the entire HIRS/2 footprint.
Figure 7. Regional cloud amounts of APOLLO versus the CHAPS effective cloud amounts. Circles represent comparisons for the month of July, while the stars are results from January 1994. The ellipse, oriented along a linear regression between the two cloud products, denotes the 95% confidence interval. The small circles on the right axis denote the CHAPS retrieved effective cloud amounts while those on the top represent the APOLLO cloud amounts.
Figure 8. A histogram analysis of the frequency of occurrence of total cloud amount in categories of 5% for APOLLO and CHAPS.
Figure 9. Box-whisker diagram of CHAPS and APOLLO derived cloud amounts. The points represent the monthly mean cloud amount (circles - CHAPS and squares - APOLLO). The whiskers are ±2 standard deviations about the mean.
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ABSTRACT

Field experiments such as FIRE are crucial to developing new remote sensing techniques and parameterizations suitable for global climate modeling. Field experiments are also extremely important in confirming satellite inferred properties, which may then be extended to the global scale and incorporated as parameterizations in General Circulation Models. This study employs a global satellite data set in a simplified analysis in an attempt to distinguish similarities between different cloud types and of similar clouds in different geographic locations.

It appears from the brightness temperature differences, that extremely cold clouds, those likely associated with convective cores, exhibit different radiative properties than clouds warmer than 215K. Large variations in spectral brightness temperature differences exist for clouds warmer than 215K, though they generally tend to align along a single envelope. The exception was differences between some clouds located over land in January, though it is pointed out that these clouds may be mis-identified clear-regions. Brightness temperature differences between 11 and 6.7 μm observations are suggested as a method of detecting tropical convective cores. An analysis of brightness temperature differences of three different oceanic stratus regimes at night suggests seasonal and regional differences in cloud properties.

Distinguishing clear and cloudy regions from satellite infrared radiances is a challenging problem in polar winter conditions due to the small temperature differences between the surface and the effective cloud temperature. Brightness temperature differences between 11 and 6.7 μm may provide a technique to determine clear-sky conditions over high-altitude polar regions during nighttime.

1A portion of this work was completed during the author's visit to the Institute of Atmospheric Physics, DLR, Germany.
1. INTRODUCTION

Global analysis of cloud amounts, types and optical properties using satellite measurements have been developed and are currently operational (e.g., the International Satellite Cloud Climatology Project; Rossow et al 1988, Rossow and Gardner, 1993; CO2 Slicing; Menzel et al 1994). Assessment of the reliability of satellite derived products requires intensive satellite, ground and aircraft observations during regional scale experiments such as FIRE (First ISCCP Regional Experiment). To date, the primary clouds observed during the FIRE field campaigns have been mid-latitude cirrus and stratus over oceans. These clouds are difficult to detect using passive satellite radiance measurements and are important cloud types in terms of the energy budget of the planet. As a result of the FIRE program there have been improvements in detecting these clouds and inferring their radiative properties using satellite passive measurements (This issue; Wielicki et al 1990; Ackerman et al 1990; Minnis et al, 1992; Baum et al 1992; Minnis et al 1993a; Strabala et al 1994).

The field experiments also provide the data base to develop new satellite cloud detection techniques and develop parameterizations of cloud radiative properties for use in weather and climate prediction models. While this data set is invaluable, the question remains as to how representative these observations are of clouds in other regions of the world, particularly the tropics and polar regions. The FIRE Pilot Tropical Cirrus Experiment, which occurred in conjunction with the TOGA COARE (Tropical Ocean and Global Atmosphere-Coupled Ocean Atmosphere Regional Experiment), and the Central Equatorial Pacific Experiment (CEPEX) has begun to address this question. This paper considers similarities and differences of clouds with respect to brightness temperature differences measured from a current meteorological satellite.

Radiance measurements from satellites provide the best means of routinely monitoring the global distribution of various climate parameters. The National Oceanic and Atmospheric Administration (NOAA) polar orbiting satellites have two instruments
useful for cloud detection and analysis, the Advanced Very High Resolution Radiometer (AVHRR) and the High-resolution Infrared Sounder/2 (HIRS/2). A near real-time algorithm to derive climate parameters using collocated HIRS/2 and AVHRR observations has been developed and implemented at the Cooperative Institute for Meteorological Satellite Studies (CIMSS). The Collocated HIRS/2 and AVHRR ProductS (CHAPS) include, among its oceanic cloud products, cloud amount and effective emissivity and cloud spectral radiative forcing. This paper makes use of these global observations to investigate differences between mid-latitude and tropical cirrus cloud characteristics. The paper also applies satellite brightness temperature difference retrievals developed under the FIRE program to investigate spectral variations of stratus clouds over different oceanic regions. In addition, a method is proposed to detect the presence of clouds over high-altitude geographic regions during winter nights (e.g., polar land regions during winter). Section 2 presents the data set used in the study. Section 3 analyzes high clouds. Section 4 presents an approach to detect clear sky conditions over high-altitude snow covered regions during night. Section 5 investigates difference between different stratocumulus regimes.

2. DATA ANALYSIS

The data base consists of collocated observations from the AVHRR and the HIRS/2 radiance measurements, and National Meteorological Center (NMC) analysis fields, derived as part of a global cloud retrieval algorithm using the operational NOAA meteorological polar orbiting satellites. This algorithm was run in a real-time mode during July 1993 and 1994 and January 1994 using observations made from the NOAA-12 spacecraft. This study presents results from July 1993 and January 1994. The NOAA-12 satellite is in an approximately 102 minute sun-synchronous orbit with local observations made near 0730 and 1930 LST for most latitudes.
Accurate discrimination between cloudy and clear scenes is essential to deriving accurate cloud products such as distributions of cloud altitude, amount and spectral cloud radiative forcing. The clear-sky detection method of this algorithm is described in detail by Frey and Ackerman (1994). Many cloud classification algorithms have been developed that are based on multi-spectral observations and are applicable to an individual satellite pixel or group of independent pixels. The present cloud type classification combines a variety of well-known approaches, such as the histogram method, split-window analysis, CO2 slicing and spatial variability, along with new methods based on 8, 11 and 12 micron observations. An outline of the basic steps that constitute the classification method is presented below.

The first step in the cloud detection algorithm is to identify uniform scenes using the AVHRR data. This is performed using a statistical coherence type approach (e.g., Coakley and Bretherton, 1982). Classification of these uniform scenes is a function of the spectral properties; for example, low albedo during the day will likely be clear sky ocean. Individual pixels with similar spectral properties as the uniform scenes are then classified, with the remaining pixels as either non-uniform or multi-layered clouds. To further improve cloud classification, we combine the AVHRR observations with measurements of the HIRS/2 sounder. The advantage of the HIRS/2 is not its spatial resolution, approximately 17 km at nadir, but rather its multi-spectral observations. By collocating the AVHRR pixels within the larger HIRS/2 footprint, we take advantage of the strength of each instrument (AVHRR-spatial resolution; HIRS/2-spectral resolution) and produce an enhanced cloud product. The CO2 slicing technique (Smith and Platt, 1978; Menzel et al., 1983, Menzel et al, 1994) is applied to the HIRS/2 observations to determine the presence of thin cirrus and define cloud top pressure, and effective emittance. The CO2 technique for deriving cloud top pressure takes advantage of the differing partial CO2 absorption in several of the HIRS/2 15 μm infrared channels. This gives the CO2 technique the ability to identify thin cirrus clouds that might be missed by other techniques.
that cannot account for the transmission of terrestrial radiation through the cirrus, such as threshold methods applied to the AVHRR observations.

These global, coincident observations from the AVHRR and the HIRS/2 provide a data base to explore potential differences in the radiative characteristics of clouds in different regions of the world at different times of the year. First we consider high clouds, then we look at three stratus regimes.

3. HIGH CLOUD ANALYSIS

In conducting the high cloud analysis the collocated observations have been restricted to the following requirements:

1) The entire HIRS/2 field-of-view (FOV) is determined to be overcast using the AVHRR collocated pixels. See Frey and Ackerman (1994) for a description of the AVHRR cloud threshold.

2) The 11 μm brightness temperature of the HIRS/2 FOV is colder then 240K.

3) The CO₂ slicing method indicated the presence of a high cloud, defined as a cloud top pressure less than 400 mb.

The 8-12μm and 3.7-4μm window regions are important infrared spectral regions for cloud detection algorithms (Hunt, 1973; Schiffer and Rossow, 1983; d’Entremont, 1986; Allen et al 1990; Minnis et al, 1992; Minnis et al 1993.) As we have a more intuitive feeling for temperature, the satellite measured radiance is converted to an equivalent brightness temperature using the Planck function. Brightness temperature differences between these spectral observations have been used extensively for cloud detection and classification (e.g., Inoue 1987a and b; Booth 1978; Stone et al 1990; Parol et al 1991). Cloud retrieval algorithms have been developed using these spectral channels under the FIRE program (e.g., Ackerman et al 1990, Baum et al 1994).
3.1 8, 11 and 12 μm Brightness Temperature Difference Analysis

Using HIS observations from FIRE I, Ackerman et al (1990) suggested a tri-spectral infrared cloud detection technique using wavelengths near 8.5, 11 and 12 microns. The technique is physically based on the absorption differences between ice and water vapor in the 8-12 μm window region (Ackerman et al, 1990; Strabala et al 1994); so that positive 8 minus 11μm brightness temperature differences indicate cloud while negative differences, over oceans, indicate clear regions. The analysis consists of comparing brightness temperature differences between 11 and 12 μm (BT_{11}-BT_{12}) versus those of 8 and 11 μm (BT_{8}-BT_{11}) as a function of the 11 μm brightness temperature. These differences are related to the cloud microphysical properties as demonstrated by Ackerman et al (1990) and in more detail by Takano et al (1992) and Smith et al (1992). This tri-spectral method was further enhanced by Strabala et al (1994) using MAS (MODIS Airborne Simulator) observations from FIRE II. Figure 1 is a frequency scatter diagram of the tri-spectral analysis of these high-clouds for January 1994. The number of points at a given value of BT_{8}-BT_{11} and an associated BT_{11}-BT_{12} is represented by its size as denoted in the legend. Maximum frequency occurs at approximately BT_{11}-BT_{12}=0.8K and BT_{8}-BT_{11}=0.7K. Two groupings of points are evident, one is an envelope of the BT_{8}-BT_{11} versus BT_{11}-BT_{12} differences with a slope of approximately 1. The second group of points are centered at approximately BT_{11}-BT_{12}= -0.6K and BT_{8}-BT_{11}=1.5K.

A similar frequency scatter diagram is shown for July 1993 in Figure 2 (note the changing legend). Maximum frequency for July occurs at approximately BT_{11}-BT_{12}=1.1K and BT_{8}-BT_{11}=0.4K, different than the month of January. Two groupings are evident during this month, though the distinction is less than in the month of January. The January grouping with BT_{11}-BT_{12}<0, has now shifted to approximately BT_{11}-BT_{12}=0.4K and BT_{8}-BT_{11}=1.5K. Such a shift in the tri-spectral diagram is indicative of changing cloud properties suggesting differences between the January and July cloud types.
To further explore these differences, the tri-spectral diagram was categorized as a function of latitude and the 11 μm brightness temperature as shown in Figure 3. Each of the 9 plots is an individual BT_{11}-BT_{12} versus BT_{8}-BT_{11} graph. The upper row is for observations in the southern hemisphere between 20S and 50S, the middle rows tropical observations between 20S and 20N and the bottom row are observations between 20N and 50N. The columns categorize the data by brightness temperature at 11 μm; these categories are, going from left to right: BT_{11} ≤ 210; 210 < BT_{11} ≤ 220; 220 < BT_{11} ≤ 230 and 230 < BT_{11} ≤ 240. Figure 3a depicts January results that separate the tri-spectral diagram into two distinct patterns -- colder than 210K the points tend toward a circular pattern with much scatter. Most of these observations fall in the tropical region and the summer hemisphere and are associated with convection. The sloping envelope of points noted in Figure 1, tends to occur in the latitude belts outside the tropics with temperatures warmer then 210K. Hints of this envelope appear in the tropical division of 11 μm temperatures, particularly BT_{11} > 230. While there is much scatter, this slope appears independent of brightness temperature categorization. Notice also the 'check pattern' that appears in the northern hemisphere for clouds between 230K and 240K (a hint of this pattern is also seen in the 220-230K category for the northern hemisphere). Such a difference suggests the clouds have different microphysical properties; however, as we shall see later, one of these grouping is associated with clouds over land and may result from an inaccurate cloud retrieval.

Figure 3b presents similar scatter diagrams for July, with some important differences from January. First is that the check pattern in the winter hemisphere is no longer present. The second is that for clouds colder that 210K, while still displaying the circular pattern, the grouping is shifted toward slightly positive differences between BT_{11}-BT_{12}. Such a shift suggests differences in the cloud properties between January and July for these cold convective clouds.
3.2 11 and 3.7 micron Brightness Temperature Difference Analysis

Observations near 11 and 3.7 μm have also been used to detect clouds and infer their optical and microphysical properties (e.g., Hung and Liou, 1984; Arking and Childs, 1985; Allen et al 1990; Stone et al, 1990; Ou et al, 1993). For ice clouds the effective transmissivity is larger at 11 μm than 3.7 μm. For optically thin cirrus the emittance at 3.7 may be much smaller than at 11 μm due to differences in the imaginary index of refraction. For water cloud the emittance at 3.7 μm is more sensitive to changes in optical depth and effective radius than the emittance at the longer infrared (IR) wavelengths. Here we explore differences between 3.7 and 11 μm not with the intention of retrieving the various properties as undertaken by the previous authors, but rather to compare differences between January and July.

Figure 4 depicts the relationship between BT$_{11}$ and BT$_{3.7}$ for January and July. Due to solar reflection the relationships are depicted for day and night separately. Major differences between the months are in the day versus nighttime occurrence of cold cloud top temperatures. July depicts large number of occurrences during the ascending and descending orbits while January displays a greater frequency of occurrence in the daylight hours. This is likely due to late afternoon and early evening summer-time convection over the northern hemisphere. During both months there are two distinct groups of points similar to that observed in the tri-spectral analysis. The other difference between the months is a slightly larger variability in January, in terms of the scatter about the envelope of points with BT$_{11}$ > 220K. July also does not have as cold temperatures as January. Solar reflection is large in both months, adding approximately 40K to the cold cloud tops, due to the optically thick nature of these clouds.

As with the tri-spectral analysis, the two months display differences between the very cold clouds, often associated with convection, and clouds warmer than 220K.
3.3 11 and 6.7 micron Brightness Temperature Difference Analysis

Observations at 11 and 6.7 µm have also been used to study high-clouds (Szejwach, 1982; Pollinger and Wendling, 1984; Liou et al 1990). In clear-sky situations, satellite observations in the 6.7 µm spectral channel are sensitive to the relative humidity averaged over a depth of the atmosphere extending from approximately 200 to 500 mb (Soden and Bretherton 1992). Surface temperature studies use the 11 µm channel as absorption by atmospheric gases is weak near this wavelength. Under clear sky conditions, the 11 µm brightness temperature (BT<sub>11</sub>) is usually larger than the 6.7 µm equivalent blackbody temperature (BT<sub>6.7</sub>) as the radiant energy measured at 11 µm is associated with the lower atmosphere and surface, where it is often warmer. The global analysis show satellite observations with negative brightness temperature differences between 11 and 6.7 µm (BT<sub>11</sub>-BT<sub>6.7</sub>). For example, Figure 5 depicts the geographic location, within 50 north and south latitude, of each occurrence of a negative difference during January 1994 and July 1993. Each circle represents the geographical location of a single HIRS/2 field-of-view (FOV) that displayed a negative difference in BT<sub>11</sub>-BT<sub>6.7</sub>. The differences correlate highly with expected regions of convection. The Intertropical Convergence Zone (ITCZ) is apparent in both months, as is the shift in its position to the summer hemisphere. The summertime peak in convection over South America and convection associated with the southwest summer monsoon are also clearly visible. Geographic regions not favorable for convective activity also manifest themselves in this composite analysis. In addition to regions favorable to tropical convection, negative differences also appear in the mid-latitude storm tracks of the winter hemisphere.

Figure 6 displays the difference between 11 and 6.7 µm (BT<sub>11</sub>-BT<sub>6.7</sub>) as a function of BT<sub>11</sub> for January (top) and July (bottom) for observations made over water (left) and land (right). Negative differences occur for BT<sub>11</sub> < 215K, with larger variations in January. Note that at temperatures colder than 210K, differences can be positive or negative. As with the window brightness temperature differences, distinct differences
occur between January and July. For a given BT$_{11}$ larger variations occur in the
temperature difference for the month of January, particularly for BT$_{11} < 210$K. For BT$_{11}$
> 215K two distinct relationships are also seen for the January land cases, while this is not
the situation in July. As we shall discuss in Section 4, these negative values in the January
land cases may result from a mis-identification of a cloud. Over a high-altitude region
during the winter (e.g. Himalayas in January - see Figure 5) negative values may exist due
to the presence of a strong low-level temperature inversion. These negative differences
over land occur in both the early morning and early evening satellite overpasses of the
NOAA-12.

To further investigate the utility of using these negative values for studies of tropical
convection, observations from the GOES VISSR (Visible Infrared Spin Scan Radiometer)
Atmospheric Sounder (VAS) 11 and 6.7 $\mu$m channels were collocated with rain-rate
estimates derived from the Defense Meteorological Satellite Program's (DMSP) Special
Sensor Microwave Imager (SSMI). As the VAS and SSMI were flown on separate
satellites, collocation of the observations was accomplished by averaging the values over
125x125 km boxes. The observations from the different satellites were required to be
made within 10 minutes of each other and for the same geographic region. The eight
cloud systems observed were in the eastern tropical Pacific (10°S-20°N; 120°W-150°W)
between 1700-1900 UTC. Figure 7 is a histogram of the SSMI derived rain-rates
categorized by negative and positive values of BT$_{11}$-BT$_{6.7}$ averaged over the 128 km
box. The intriguing aspect of this figure is that whenever the brightness temperature
difference is less than zero (left panel), the SSMI indicates rain (all values are greater than
zero). The magnitude of these differences had little relationship to the magnitude of the
derived rainrate. Such an 'on' switch could be an extremely valuable tool for
characterizing a precipitation system and studying tropical convection. Note that positive
differences are associated with rain or no-rain cases.
The negative values were always associated with cold 11 μm brightness temperatures suggesting cold, convective type storms. The geographic position of the negative observations relative to cloud systems in the tropical Pacific were determined using the Man-computer Interactive Data Acquisition System (McIDAS) (Suomi et al, 1983) by overlaying the position of the negative BT_{11}-BT_{6.7} on the 1 km resolution GOES-7 visible imagery. In such analysis the negative values tended to be associated with the convective core of the cloud system. These cores, or 'hot towers' are regions associated with strong updrafts that give the appearance of 'cauliflower' tops. Simulation studies of these satellite observations using a plane-parallel multiple scattering radiative transfer model, indicate that BT_{11}-BT_{6.7} are positive, or zero in the case of very thick clouds as both spectral radiances have large contributions from particles near the cloud top.

It is possible that calibration errors may cause these negative values. To increase the signal-to-noise in the VAS measurements, multiple samples of the radiance are sensed by leaving the mirror position fixed on a given earth location for multiple spins of the GOES spacecraft. Calibration of the VAS instrument is discussed by Menzel et al (1981) and suggest random noise of individual observations of ±0.75K and ±0.05K in the BT_{6.7} and BT_{11} observations, respectively. Biases at both these channels are estimated to be less than 2K. While these calibration issues can result in negative BT_{11}-BT_{6.7} observations, we would not expect such errors to be strongly correlated to a particular location of the storm, such as the convective core, particularly since the cirrus cloud shield surrounding the core can have similar temperatures.

The footprint of the VAS 6.7 μm observations is approximately 16 km at nadir (the HIRS/2 is approximate 18 km). It is highly likely that the field-of-view (FOV) is not uniform when viewing the convective center of the storms. As the Planck function is non-linear, this non-uniform FOV can generate brightness temperatures that vary between widely spaced spectral channels. Let us consider a two-layer cloud, with one layer at a
temperature 190K and the other at a temperature of 215K. Assuming the clouds behave as a blackbody, we estimate the observed radiance by linearly averaging the radiance at each of these temperatures as function of the fraction of cloud cover within the FOV, that is

\[ I_{\text{measured}}^\lambda = f I_{190}^\lambda + (1-f) I_{215}^\lambda \]

where \( I_{190}^\lambda \) and \( I_{215}^\lambda \) are the radiance at 190K and 215K respectively at wavelength \( \lambda \), \( f \) is the fraction of the field-of-view covered by the cloud with a temperature of 190K, and \( I_{\text{measured}}^\lambda \) is the measured radiance of the non-homogeneous FOV. The measured radiance is then converted to a brightness temperature and the result shown in Figure 8. The solid and dashed lines represent the BT_{6.7} and BT_{11} observations as a function of \( f \). The difference is the dotted line whose magnitude is noted on the right-hand ordinate. It is possible to generate a spectral temperature difference of -1.5K based on scene uniformity; however, some of the observed differences are smaller than -3K.

Whatever the mechanism for generating these negative values associated with the convective core, they are an extremely useful tool for studying the hydrological cycle. Convective activity is extremely variable in both time and space, as is evident by plotting the geographic location of the negative differences for a single day. On any given day only a very small portion of the globe is convectively active - as indicated by these observations. The 11 and 6.7 \( \mu \)m observations are currently available on the GOES and METEOSAT geostationary satellites and the NOAA polar orbiting satellites providing the spatial completeness and temporal continuity required for studying tropical convection. The capability to locate the convective core has an important impact on the following applications:

- Measurements from passive radiometers at visible and infrared window (e.g., 0.5 and 11 \( \mu \)m) wavelengths are widely used in precipitation retrievals. These techniques can be enhanced by incorporating observations at 6.7 \( \mu \)m to denote, in conjunction with the 11 \( \mu \)m channel, the core of convective systems.
• Precipitation estimates using passive radiometers may be improved by classifying
tropical convective systems according to the life cycle of the storm. Systems with
convective cores denote a convective system in its mature stage, and one likely to
contain heavy precipitation.

• As the observations are available on geostationary satellites, they support studies of the
periodic nature (e.g., diurnal) of active convective systems over the tropical oceans.

• The moistening of the stratosphere is believed to occur during tropospheric-
stratospheric exchanges due to the overshooting tops associated with convective cores.
The frequency of occurrence of such exchanges can be estimated if we can detect the
frequency of occurrence of these cores.

• The potential of increased convection associated with a warmer climate raises
speculation if the troposphere will moisten due to upward transport of moisture, or dry
due to corresponding subsidence in surround regions. The 6.7 μm observations can be
used to estimate the upper troposphere relative humidity in clear-sky conditions
surrounding the convective regions. Thus, time-lag correlations of the convective core
and clear-sky humidity may provide some quantitative information regarding this issue.

4. A POTENTIAL SATELLITE CLEAR-SKY DETECTION METHOD DURING POLAR
WINTER CONDITIONS

One of the objectives of the FIRE program is to develop new and improve
existing passive remote sensing capabilities from the satellite platform. Distinguishing
clear and cloud regions from satellite IR radiances is a challenging problem in polar winter
conditions due to the cold surface temperatures. Under clear-sky conditions, surface
radiative temperature inversions often exist. Thus, in the regions IR channels whose
weighting function peaks down low in the atmosphere, will often have a larger BT than a
window channel, for example BT_{8.3} > BT_{11}. The previous example can also confuse the
surface inversion with thick cirrus cloud, and thus need to be accompanied by other tests.
Channels in the window region must also account for the spectral emissivity of ice and snow that varies with surface condition. The CHAPS global analyses of BT_{11}-BT_{6,7} have shown large negative differences (less than -10K) over the Antarctic Plateau and Greenland during winter, which may be indicative of clear-sky and the existence of a strong low-level temperature inversion. Figure 9 depicts the geographic location of BT_{11}-BT_{6,7} differences of less than -5K for a single HIRS/2 FOV over the south-pole region during July 1993. Strong radiative temperature differences have been observed during the winter on the continent of Antarctica. Temperatures near the surface can reach 200K, while the middle troposphere is 235K. In cloud free conditions strong water vapor absorption channels, such as the 6.7 μm, will have a warmer equivalent brightness temperature than the 11 μm window channel. This brightness temperature difference between 11 and 6.7 μm may therefore be very useful for detecting cloud free conditions in the polar evening. Similar observations were observed over Greenland in July 1993. Such surface inversions may explain the negative differences observed over the January land cases discussed in Section 3. While physically reasonable, this technique has not been verified with ground nor aircraft observations. Future experiments, such as SHEBA (Surface Heat Budget of the Arctic) may provide the verification data for the proposed technique.

5. STRATOCUMULUS CLOUD ANALYSIS

A wide variety of techniques have been developed to detect the presence of stratocumulus clouds from satellite measured radiances. For oceanic stratus, solar channels provide the best method of cloud detection outside the sun-glint region (e.g. Saunders and Kriebel, 1988; Stowe et al 1991; Derrien et al 1993). Spatial variability tests are also very useful tests for these layered cloud systems (Coakley and Bretherton, 1982; Coakley, 1990). It is more difficult to detect these clouds during the night, due to the small temperature difference between the cloud and the underlying surface. When the
solar zenith angle is greater than approximately 80° or in regions of sun-glint, detection of these clouds is often based on brightness temperature differences. Using nighttime AVHRR observations at 10.8 and 3.7 μm, Baum et al (1994) demonstrated that for stratus clouds, brightness temperature differences become negative for high optical depths for an effective radius \( r_{ef} \) - the third moment of the size distribution divided by the second moment) of smaller than approximately 8 μm. Baum et al (1994a) also combined the 10.8 and 3.7 μm AVHRR observations with HIRS/2 CO₂ channel observations to analyze scenes of overlapping cloud layers. A multilevel cloud detection technique was applied to FIRE II observations by Baum et al (1994b).

This section uses the global data set from NOAA-12 to investigate differences between satellite brightness temperatures of three oceanic stratus regimes: off the west coast of South America (15-30S latitude; 71-86E longitude); off the west coast of southern Africa (15-30S latitude; 0-15E longitude); and off the west coast of North America (30-45N latitude; 120-135W longitude). Following Baum et al (1994) the analysis is presented in terms of \( BT_{11} \) versus \( BT_{3.7-BT_{11}} \), with the following additional restriction: CO₂ slicing from the HIRS/2 observations indicates a cloud top pressure greater than 650 mb. The clear-sky regions in the following diagrams are determined as in Frey and Ackerman (1994) who employ a series of checks based on a histogram analysis of AVHRR observations, spatial variability tests, and brightness temperature difference thresholds at 8, 11 and 12 μm. These clear-sky values are circled in the accompanying figures.

Figure 10a depicts the relationship between the \( BT_{3.7-BT_{11}} \) and \( BT_{11} \) for the region off the coast of California. The circle denotes the region where the majority of the clear-sky scenes resided. The stratus cloud observations tend to fall between 280<\( BT_{11} \)<285 with the majority having -4<\( BT_{3.7-BT_{11}} \)<-1. From the work of Baum et al (1994) these negative differences indicate optically thick clouds with effective radii between approximately 4 and 8 μm. This is slightly smaller than the effective radius
derived by Minnis et al (1992) for a smaller region centered on the FIRE I stratus experiment central site (see their Figure 30). Minnis et al (1993) infer the effective particle radius using liquid water paths derived from ground based microwave observations and satellite visible reflectance measurements. There is no physical reason to expect the satellite inferred effective radius to be spectrally conservative. Thus, effective radii derived at different wavelengths may differ in their size. Figure 10b depicts the split-window difference (BT\textsubscript{11}-BT\textsubscript{12}) versus BT\textsubscript{11} for the same region. The split-window difference is not as sensitive to particle size as BT\textsubscript{3.7}-BT\textsubscript{11} as indicated by the work of Baum et al (1994). For these stratus clouds off the coast of California, BT\textsubscript{11}-BT\textsubscript{12} ranges (Figure 10b) from approximately 0 - 1K—consistent with Figure 10a and the model calculations of Baum et al (1994).

Figure 11 presents the 3.7 and 11 μm brightness temperature difference diagrams for stratus off the west coast of South America in January and July. The clear-sky observations (circled region) indicates warmer BT\textsubscript{11} in January, 290-294K versus the 285-290K temperature of July. The group of cloud observations also tend to shift to warmer BT\textsubscript{11} values in January. BT\textsubscript{3.7}-BT\textsubscript{11} in July are generally greater than -3K while there are many values less than -3K in January. This may result from either optically thicker clouds or an increase in the effective radius. Several points appear to be contaminated by cirrus clouds, as suggested by the analysis of Baum et al (1994). The multilevel cloud detection of Baum et al (1994) is not currently included in the CHAPS algorithm, though for this regional analysis there tend to be only a few contaminated cirrus scenes.

Analysis for the stratus off the west coast of South Africa is depicted in Figure 12. This analysis is similar for the two months, though July appears to have more cirrus contamination and larger negative values of BT\textsubscript{3.7}-BT\textsubscript{11}. For January, BT\textsubscript{3.7}-BT\textsubscript{11} ranges between -2K and 2K. When compared to the geographic region off the west coast of the America's, it suggests the clouds have a larger effective radius or are optically
thinner. For this geographic region, the clear-sky values do not separate out as well as in
the previous two areas. This may result from optically thinner clouds or not as an
accurate clear-sky retrieval. Cirrus contamination may also play a role in merging the
clear and stratus regimes.

In addition to seasonal differences, differences also exist between geographic
regions. For example, the July 93 stratus off the west coast of North America, have
similar clear-sky BT₁₁ to the July 1993 clear-sky region off the west coast of South
America. The clouds off South America tend to display colder BT₁₁, have more cirrus
contamination and have smaller values of BT₃.₇-BT₁₁. The south-eastern Pacific clouds
may either have higher tops, be optically thicker or have smaller effective radii than their
northern components. Determination of which is the major factor contributing to the
BT₃.₇-BT₁₁ differences requires more detailed analysis of the satellite data, preferably
combined with observations and/or modeling results.

6. SUMMARY

There is an acute awareness of the importance of clouds and hydrological
processes, in understanding climate change. Field experiments such as FIRE are crucial to
developing new remote sensing techniques and parameterizations suitable for global
climate modeling. Satellite observations provide the means to extend these regional
observations to the global scale.

Understanding climate change will require models that simulate the atmosphere,
the complete hydrological cycle, surface processes and biological cycles. Such complete
physical models will not be available for some time, if ever. It is therefore necessary to
describe the parameters and relationships using empirical data sets, such as satellite
observed relationships between cloud emittance and albedo. This is often a focus of field
experiments. Field experiments are also extremely important in confirming satellite
inferred properties, which may then be extended to the global scale and incorporated as parameterizations in General Circulation Models.

This study employs a global satellite data set in a simplified analysis to attempt to distinguish similarities between different cloud types and of similar clouds in different geographic locations. Observing such differences requires either large differences, making it trivial for observational studies to detect (e.g., an El Nino year) or one must employ many observations. The later is the approach undertaken in this study. In addition, improvements in cloud detection and classification using passive infrared observations at 11 and 6.7 μm are presented. The analyses are summarized as follows:

- It appears from the brightness temperature differences, that extremely cold clouds, those likely associated with convective cores, exhibit different radiative properties than clouds warmer than 215K. Variations in spectral brightness temperature differences between combination of 6.7, 8, 11, 12 μm, exist for clouds warmer than 215K, though differences tend to align along a single envelope. The exception was differences between some clouds located over land in January, though it is pointed out that these clouds may be misidentified clear-regions.

- Brightness temperature differences between 11 and 6.7 μm observations are suggested as a method of detecting tropical convective cores. These spectral observations also have the potential to distinguish clear-sky conditions over high-altitude polar regions during nighttime.

- An analysis of brightness temperature differences of three different oceanic stratus regimes at night suggests seasonal and regional differences in cloud properties.

- A method to distinguish clear-sky conditions over high-altitude polar regions during nighttime is suggested using brightness temperature differences between 11 μm and 6.7 μm observations.
The analyses presented here clearly indicates differences in the radiative properties of high clouds colder and warmer than 210K. There is, however, much variability in each of different analyses. Whether this scatter is associated with natural variability or is a function of cloud type, requires a more detailed analysis. The analyses presented in this paper are primarily at the spatial resolution of the HIRS/2. The individual AVHRR pixels collocated within the HIRS/2 footprint are also available for further classification of cloud type and a more in-depth analysis of the causes of this variability. Differences also appear in stratocumulus clouds as a function of geographic region and time of year and may be associated with the microphysical and/or macrophysical properties of the cloud. AVHRR pixel analysis may also be of use in separating out these effects. These are the foci of ongoing work.
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8. LIST OF FIGURES

Figure 1. Frequency scatter diagram of the tri-spectral analysis of high clouds for the month of January 1994. The number of points at a given value of BT8-BT11 and an associated BT11-BT12 is represented by its color and size as denoted in the legend.

Figure 2. Same as figure 1 except for July 1993.

Figure 3. Tri-spectral diagram categorized as a function of latitude (rows) and the 11 µm brightness temperature (columns). Each of the 9 plots is an individual BT11-BT12 versus BT8-BT11 graph. The upper row are observations south of 20S, the middle are tropical observation between 20S and 20N and the bottom row are observations between 20N and 50N. The columns categorize by brightness temperature at 11 µm; these are, going from left to right, BT11≤210; 210<BT11≤220; 220<BT11≤230 and 230<BT11≤240. a) January 1994 and b) July 1993.

Figure 4. Relationship between BT11 and BT3.7 for high clouds observed during January 1994 and July 1993. Due to solar reflection the relationships are depicted for day (left) and night (right) separately.

Figure 5. The geographic location (circles) of the negative differences of BT11-BT6.7 for HIRS/2 FOVs in the region between 45N and 45S. a) January 1994 and b) July 1993.

Figure 6. The difference between 11 and 6.7 µm brightness temperature (BT11-BT6.7) as a function of BT11 for January (top set) and July (bottom pair) for HIRS/2 observations made over water (left panel) and land (right panel).

Figure 7. Histogram of the SSMI derived rain-rates categorized by the difference between the VAS cloud top 11 µm and the 6.7 µm equivalent temperatures averaged over a 128 km geographic.
Figure 8. Effect of cloud variability \( f \) in the FOV on the brightness temperatures of 11 and 6.7 microns. Two clouds in the FOV are assumed, one with a temperature of 190K and the second having a temperature of 215K. \( f \) represent the 190K cloud fraction. The solid and dashed lines represent the BT\(_{6.7}\) and BT\(_{11}\) observations as a function of \( f \). The difference between the two brightness temperatures is the dotted line whose scale is the right-hand ordinate.

Figure 9. The geographic location of BT\(_{11}\)-BT\(_{6.7}\) differences less than -5K for a single HIRS/2 FOV over the south-pole region during July 1993.

Figure 10. Brightness temperature differences between 3.7 and 11 \( \mu \)m versus the 11 \( \mu \)m brightness temperature (top) and 11 and 12 \( \mu \)m versus the 11 \( \mu \)m (bottom) brightness temperature for stratus off the west coast of North America. The ellipse encompasses most of the clear-sky observations. The diamonds indicate cloud values. The squares represent clear-daytime values and the circles are clear-nighttime derived values.

Figure 11. Brightness temperature differences between 3.7 and 11 \( \mu \)m versus the 11 \( \mu \)m brightness temperature for January (top) and July (bottom) brightness temperature for stratus off the west coast of South America. The ellipse encompasses most of the clear-sky observations. The open circles represent clear-daytime values and the filled triangles are clear-nighttime derived values.

Figure 12. Brightness temperature differences between 3.7 and 11 \( \mu \)m versus the 11 \( \mu \)m brightness temperature for January (top) and July (bottom) brightness temperature for stratus off the west coast of southern Africa. The ellipse encompasses most of the clear-sky observations. The squares represent clear-daytime values and the filled circles are clear-nighttime derived values.
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Satellite remote sensing of H$_2$SO$_4$ aerosol using the 8- to 12-μm window region: Application to Mount Pinatubo

Steven A. Ackerman and Kathleen I. Strabala
Cooperative Institute of Meteorological Satellite Studies, University of Wisconsin-Madison

Abstract. Monitoring stratospheric aerosols containing H$_2$SO$_4$ using the brightness temperature (BT) difference between 11 and 8.3 μm (BT$_{11}$-BT$_{8}$) spectral channels is demonstrated using theoretical calculations and satellite observations. Assuming an aqueous solution of 50% and 75% sulfuric acid, radiative transfer calculations indicate that over oceans an increase in the optical depth of the stratospheric aerosol results in an increase in BT$_{8}$-BT$_{11}$. Theoretical simulations suggest that the technique is sensitive to visible optical depths greater than approximately 0.15. The simulations also demonstrate a lack of sensitivity to the particle size distribution. Changes in pre- and post-Pinatubo observations by the HIRS2 on board the NOAA 10 are consistent with observed optical depth measurements and confirm the sensitivity of these channels to the presence of the aerosol. The technique is also applied to cold tropical convective clouds and desert regions where the signal, though evident, is less conclusive. Time series analysis is applied to the NOAA 10 and NOAA 12 combined BT$_{8}$-BT$_{11}$ observations to detect the periodicity of the spread of the volcanic aerosol. Over a region of the southern Pacific a 18- to 26-day period is present. Model simulations were conducted to demonstrate a trispectral technique with observations near 8, 11, and 12 μm. The trispectral approach has high potential in that the spectral signature of cirrus, water vapor, and H$_2$SO$_4$ aerosols are different. Observations from NOAA 10 and NOAA 11 are combined to demonstrate the capabilities of these infrared wavelengths of detecting the aerosol. The signal is clearly evident when a region of the South Atlantic is compared for pre- and post-Pinatubo conditions.

1. Introduction

Aerosols may affect climate directly by modifying the radiative energy distribution of the Earth-atmosphere system or indirectly through modification of cloud microphysical structure. The direct radiative effects will cool or warm the climate depending on the spectral variation of the aerosol absorption-to-backscatter ratio and the characteristics of the underlying surface (e.g., albedo and emissivity). Climate variations have been attributed to widespread distribution of volcanic aerosols [Toon, 1982; Lamb, 1970; Kondratyev, 1988].

The eruption of Mount Pinatubo on June 15–16, 1991, provides a unique observational opportunity to study the impact of the stratospheric aerosol on various climate parameters. Bluth et al. [1992] estimated that the Mount Pinatubo eruption injected 20 million metric tons of sulfur dioxide into the stratosphere. The SO$_2$ is converted to sulfuric acid-water (H$_2$SO$_4$-H$_2$O) aerosols. The growth of stratospheric dilute sulfuric acid particles and their dependence on temperature and humidity is discussed by Steele et al. [1983]. This volcanic stratospheric cloud quickly spread between 20°S and 50°N by the beginning of August [Stowe et al., 1992]. The aerosol was observed over Laramie, Wyoming in July 1991 where balloon-borne observations indicated the Pinatubo cloud was composed largely of H$_2$SO$_4$-H$_2$O aerosols.

Several observational studies have addressed the potential climatic impact of this stratospheric aerosol. Minnis et al. [1993] used broadband radiative budget observations to demonstrate that the presence of the Mount Pinatubo aerosol layer increased the global albedo while decreasing the outgoing longwave radiation. The shortwave radiative forcing dominated, resulting in a net radiative cooling of the planet. Chandra [1993] concluded that a decrease in column ozone amount and a heating of the lower stratosphere resulted from the presence of the Mount Pinatubo aerosol. Dutton and Christy [1992] showed that the Pinatubo eruption resulted in a decrease in the monthly mean clear-sky total solar irradiance at the surface and a decrease in the ratio of direct to diffuse radiation.

Understanding the climatic implications of the aerosol requires global monitoring of its position and optical properties. Several methods exist for determining the presence of volcanic aerosol and its optical thickness from satellite radiance measurements. The most direct satellite observations of the aerosol are those provided by the Stratospheric Aerosol and Gas Experiment (SAGE). The disadvantage of the SAGE lies in its time sampling and that it saturates for vertical optical depths (at 0.55 μm) of approximately 0.2. The reflectance channels of the advanced very high resolution radiometer (AVHRR) are used by the National Oceanic and Atmospheric Administration (NOAA) to routinely monitor aerosols over oceans [Rao et al., 1989]. This approach was extremely successful in monitoring the Mount Pinatubo aerosol [Stowe et al., 1992]. The disadvantage of this approach is that it works only during the day, not an extreme
disadvantage in monitoring stratospheric aerosols, and is 
most effective over low-albedo surfaces such as the ocean.
Brightness temperature (BT) differences between 11- & 12-μm channels have also been used in limited studies of 
monitoring volcanic aerosols [e.g., Prata, 1989; Barton et al., 1992]. More recently, Baran et al. [1993] presented 
a satellite detection method using observations at 8.3 and 12.5 
μm. This paper suggests a similar approach using observations 
near 8, 11, and 12 μm. The technique is demonstrated 
with observations made by the High-Resolution Infrared 
Sounder 2 (HIRS2) on the NOAA satellites to monitor the 
Mount Pinatubo aerosol. Because no present-day satellite-
borne instrument has all three channels, we first investigate 
the effects of the aerosol on the 8- and 11-μm channels 
before assessing the three-channel combination using collocated 
observations made on different satellite platforms.

2. Model Simulations

The proposed technique is physically based on the spectral 
variation of the aerosol inherent optical properties in the 
8- to 12-μm region. The index of refraction of an aqueous 
solution of sulfuric acid differs considerably across this 
atmospheric window region. The imaginary part, an indication 
of the absorption properties, is approximately 50% larger at 8.3 than at 11 μm. Spectral variations exist in the 
real part as well.

The parameters needed to determine the radiative properties 
of an aerosol layer are (1) extinction coefficient (σ_{ext}), 
which integrated over the pathlength gives the optical 
thickness (τ); (2) the single-scattering albedo (ω₀); (3) and 
the phase function, or if one is interested in fluxes, the asymmetry 
parameter (g). Given these single-scattering properties 
of the aerosol, in addition to the radiative characteristic of 
the molecular atmosphere, the layer reflectance, transmittance, 
and absorption may be determined.

Determination of the radiative properties of aerosols for 
satellite monitoring or climate studies provides a particularly 
challenging problem: as the aerosol outbreak undergoes its 
life cycle, its chemical and physical properties change, 
thereby changing its radiative characteristics. As a sensitivity 
analysis of the aerosol effects on simulated satellite 
observations, we assume three representative distributions. 
To assess the effect of aerosol composition, we assume two 
solutions of sulfuric acid in water (75 and 50%) and use the 
index of refraction reported by Palmer and Williams [1975].

Table 1. Optical Parameters Used in the Theoretical Modeling Sensitivity Analysis

<table>
<thead>
<tr>
<th>Solution, %</th>
<th>Size Distribution</th>
<th>λ, μm</th>
<th>Index of Refraction</th>
<th>Single-Scattering Albedo</th>
<th>Asymmetry Parameter</th>
<th>(\sigma_{ω_0}/\sigma_{vis})</th>
</tr>
</thead>
<tbody>
<tr>
<td>75</td>
<td>Pueschel et al. [1993]</td>
<td>8.3</td>
<td>1.241–0.68</td>
<td>0.038918</td>
<td>0.063813</td>
<td>0.221</td>
</tr>
<tr>
<td></td>
<td></td>
<td>11.1</td>
<td>1.738–0.463</td>
<td>0.039496</td>
<td>0.047155</td>
<td>0.0818</td>
</tr>
<tr>
<td></td>
<td></td>
<td>12.5</td>
<td>1.757–0.158</td>
<td>0.062164</td>
<td>0.038610</td>
<td>0.0251</td>
</tr>
<tr>
<td>50</td>
<td>Pueschel et al. [1993]</td>
<td>8.3</td>
<td>1.28–0.48</td>
<td>0.032180</td>
<td>0.067765</td>
<td>0.1535</td>
</tr>
<tr>
<td></td>
<td></td>
<td>11.1</td>
<td>1.484–0.311</td>
<td>0.024629</td>
<td>0.042260</td>
<td>0.0653</td>
</tr>
<tr>
<td></td>
<td></td>
<td>12.5</td>
<td>1.549–0.210</td>
<td>0.027142</td>
<td>0.034665</td>
<td>0.0373</td>
</tr>
<tr>
<td>75</td>
<td>Deshler et al. [1992]</td>
<td>8.3</td>
<td>1.241–0.68</td>
<td>0.027060</td>
<td>0.051691</td>
<td>0.199</td>
</tr>
<tr>
<td></td>
<td></td>
<td>11.1</td>
<td>1.738–0.463</td>
<td>0.026949</td>
<td>0.038565</td>
<td>0.0719</td>
</tr>
<tr>
<td></td>
<td></td>
<td>12.5</td>
<td>1.757–0.158</td>
<td>0.042486</td>
<td>0.031630</td>
<td>0.0219</td>
</tr>
</tbody>
</table>

Particle size distributions of stratospheric aerosols are often expressed as lognormal distributions of the form

\[
dN(r) = \frac{N_0}{r \ln \sigma_g \sqrt{2 \pi}} \exp \left[ -\frac{1}{2} \left( \frac{\ln r - \ln r_g}{\ln \sigma_g} \right)^2 \right]
\]

To assess the impact of varying size distribution, we assume a 75% solution using the measured distributions of Deshler et al. [1992] and Pueschel et al. [1993]. Pueschel et al. collected information on the particle size distribution of the stratospheric aerosols from the NASA ER-2 between August 1991 and March 1992. Observations at altitudes between 16.5 and 20 km indicated a bimodal distribution which they fitted with two lognormal curves with the following parameters: for the small particle mode, \(N_{σ_1} = 2.3 \text{ cm}^{-3}, r_{σ_1} = 0.1 \mu\text{m}, \sigma_{σ_1} = 1.4\); for the large particle mode, \(N_{σ_2} = 1.3 \text{ cm}^{-3}, r_{σ_2} = 0.3 \mu\text{m}, \sigma_{σ_2} = 1.6\). The second distribution is based on the balloon-borne measurements of Deshler et al. [1992] over Laramie, Wyoming. Table 1 summarizes the single-scattering properties at the three wavelengths of interest, calculated using Mie theory. At all wavelengths the \(ω_0\) is nearly zero. \(σ_{ω_0}/σ_{vis}\) is the ratio of the volume cross section at the given infrared wavelength normalized to the volume cross section at a wavelength of 0.5 μm. For a given optical depth at 0.5 μm, extinction will be much larger at 8.3 μm than at 11.1 μm or 12.5 μm. Changing the size distribution slightly modifies the optical parameters, indicating the potential difficulty of the method for inferring particle size distribution of the aerosol.

Assuming azimuthal symmetry, the infrared radiative transfer equation for a horizontally homogeneous layer is

\[
\mu \frac{dI(τ, μ)}{dτ} = I(τ, μ) - (1 - ω_0)B(τ)
\]

\[
= -\frac{ω_0}{2} \int_{-1}^{1} P(μ'; μ') I(τ, μ') \, dμ'.
\]

where \(τ\) is the optical depth, \(I(τ, μ)\) is the radiance from direction \(μ\), and \(B(τ)\) is the Planck function. We assume boundary conditions of no downward radiance incident on the top of the aerosol layer, and the upward radiance at the base of the aerosol layer is what is typically observed by the HIRS2 over clear-sky tropical ocean conditions. Satellites spectral observations are simulated by solving the radiative
3. **HIRS2 Observations**

Further sensitivity studies of the aerosol impact on satellite observations can be undertaken using this modeling approach. At this point we choose to explore the technique discussed above using global satellite observations. While several aerosol detection techniques have been developed using observations from the AVHRR, few aerosol retrieval techniques have been proposed using HIRS2 data (Baran et al. [1993] recently proposed one such technique). A disadvantage of the HIRS2 is its spatial resolution, approximately 17 km at nadir; however, the HIRS2 possesses many more spectral channels than the AVHRR, both in atmospheric windows and in atmospheric absorption bands. The 20 spectral channels of the HIRS2 were selected to provide information on the atmospheric temperature and moisture structure and ozone content of the atmosphere and is the only present-day satellite-borne instrument with a spectral channel near 8.3 μm. This instrument was flown on the NOAA 10, NOAA 11, and NOAA 12 satellites, though the NOAA 11 HIRS2 had the 8.3-μm channel replaced with a 12-μm channel.

### 3.1. Bispectral Observations

**Clear-sky ocean scenes.** Observations from the NOAA 10 are used in this section as it was operational prior to and after the explosion of Mount Pinatubo. We begin by analyzing the brightness temperature differences at 8.3 and 11.1 μm (\(B_{T8}-B_{T11}\)) as a function of the 11-μm brightness temperature (\(B_{T11}\)) for ocean regions only. Surface spectral emissivities for the ocean are nearly one at both wavelengths. We consider individual HIRS2 observations within 10° of nadir that have been cloud cleared based on the cloud climatology algorithm described by Wylie and Menzel [1989]. The 11.1-μm channel is largely a window channel and the observed radiance has a strong contribution from surface-emitted radiation; while the 8.3-μm channel is sensitive to low tropospheric water vapor concentrations. Figure 2 depicts the relationship between \(B_{T8}-B_{T11}\) and \(B_{T11}\) for August 1990 and 1991 for the region 35°-45°S and 0°-30°W. Based on SAGE observations, this region had very little Mount Pinatubo aerosol present at this time. The values of \(B_{T8}-B_{T11}\) were averaged over 1°K intervals of \(B_{T11}\), and Figure 2 depicts the mean (circle, 1990; triangle, 1991) and standard deviation (wide box for 1990, narrow box for 1991). The slope of the mean \(B_{T8}-B_{T11}\) as a function of \(B_{T11}\)
results from the strong coupling between total atmospheric precipitable water and sea surface temperature [Stephens, 1990]. Increases in sea surface temperature (SST) result in an increase in $BT_{11}$. The larger atmospheric water vapor associated with the increased SST results in a smaller $BT_{8}-BT_{11}$. The relationship between $BT_{8}-BT_{11}$ and $BT_{11}$ does not change between the two years, lending confidence to the stability of the instrument. The standard deviation is similar between the two years. The only difference between the two years is the warm 288ºK $BT_{11}$ values observed in 1990 that were not observed in 1991.

An analysis of $BT_{8}-BT_{11}$ versus $BT_{11}$ for a region SAGE observed to be contaminated by the Mount Pinatubo aerosol ($0^\circ-20^\circ$S and $0^\circ-30^\circ$W) is shown in Figure 3 as a box diagram similar to Figure 2. The slope observed in August 1990 results from the effects of water vapor and its relationship to SST. For August 1991 there is a significant decrease in $BT_{8}-BT_{11}$ for every category of $BT_{11}$. Generally, the mean value decreases by approximately 1º-1.5ºK. Referring back to Figure 1, this increase corresponds to a visible optical depth of 0.2-0.5, depending on the solution assumed. The corresponding infrared optical depths for 8.3 and 11.1 μm is 0.03-0.06 and 0.014-0.02, respectively. Not only do the $BT_{8}-BT_{11}$ means for each year lie outside the standard deviation of the other year but there is also little overlap in the standard deviation observed between the two years. The standard deviation for the 1990, pre-Pinatubo, is approximately 0.25ºK and approximately doubles in post-Pinatubo year. This is expected as the aerosol layer was not uniformly distributed in space or time, resulting in a larger standard deviation. While we expect the presence of the stratospheric aerosol to decrease the mean $BT_{8}-BT_{11}$ and increase the standard deviation, it does not affect the slope of $BT_{8}-BT_{11}$ versus $BT_{11}$, which is driven by the underlying water vapor distribution and its relation to SST.

To further demonstrate the difference between the $BT_{8}$ minus the $BT_{11}$ values due to stratospheric aerosol, we composited the brightness temperature differences for 2º × 3º latitude/longitude boxes for August 1990 and 1991 (Plate 1). Regions of yellow have $BT_{8}-BT_{11}$ averages of −8º or smaller. After the Mount Pinatubo eruption there is a decrease in the 8- to 11-μm brightness temperature differences over the tropics of 1º-2º. This becomes obvious when the changes between the August 1990 and 1991 $BT_{8}-BT_{11}$ are mapped by geographic distribution (Plate 2). The zonally enhanced $BT_{8}-BT_{11}$ (red band in Plate 2) correlates well with the position of the Mount Pinatubo aerosol layer indicated by other satellite observations [Stowe et al., 1992].

The above analysis indicates that the technique is suitable for application over oceanic regions; however, visible reflectance techniques [e.g., Stowe et al., 1992] are certainly adequate for monitoring the aerosol over similar situations. A potential advantage of the present approach over solar measurements is that the $BT_{8}-BT_{11}$ can potentially be used to directly infer the infrared (IR) optical depth of the aerosol layer to account for the aerosol radiative properties in estimating the sea surface temperature. When combined with the visible observations, it may be possible to infer a gross estimate of the composition. For example, Stowe et al. [1992] derived an August mean aerosol optical thickness of approximately 0.3-0.4 for the zonal band 0º-20ºN. To have a mean brightness temperature difference of 1º-1.5º requires a 50-75% solution of H₂SO₄/H₂O. The present approach also has the capability to study aerosols over surfaces with high albedos, such as deserts and tropical convective systems. This is explored in the sections below.

**Tropical convective scenes.** Minnis et al. [1993] presented a unique study of the impact of Mount Pinatubo aerosol on the energy budget at the top of the atmosphere using wide field of view radiative flux measurements. The largest regional differences in the net radiation between pre- and post-Pinatubo analysis were for the Amazon and Congo basins, regions with frequent deep convective storms, and clear-sky ocean scenes. Differences over the deep convective scenes can be caused by the direct radiative effect of the aerosol, as in the clear-sky ocean case, or by an indirect effect through modification of the cloud microphysical properties. Minnis et al. [1993] suggest that this later effect would be more prominent in the shortwave than in the longwave and may be responsible for the large difference observed in the net radiation. Ackerman et al. [1990] and Strabala et al. [1994] demonstrated that the $BT_{8}-BT_{11}$ is also sensitive to the particle size distribution of an ice cloud, though not so sensitive as the shortwave reflectance. While inclusion of an H₂SO₄ aerosol layer in the stratosphere drives $BT_{8}-BT_{11}$ to smaller differences, a reduction in the effective radius of the particle size distribution makes the $BT_{8}-BT_{11}$ less negative. Figure 4 is an analysis of $BT_{11}$ versus $BT_{8}-BT_{11}$ for August 1990 and 1991 for the Amazon region for conditions in which the CO₂ slicing method inferred overcast cloud conditions [Wylie and Menzel, 1989]. In this analysis the 11-μm observations were grouped in intervals of 5ºK. For low clouds ($BT_{11}$ greater than 270ºK) there tends to be agreement with the clear-sky ocean case; the post-Pinatubo year has smaller $BT_{8}-BT_{11}$ by 1º-2ºC. As the cloud gets higher, this difference between the years tends to zero. This tendency is also observed in a scatter diagram of the two parameters, as depicted in Figure 5 where 1990 observations are denoted with circles, and squares represent 1991 observations. The dotted line is a least squares fit to the 1990 data and the solid line represents a fit to 1991 observations. At warmer temperatures the two fits differ by approximately by 1º-2ºC, and they converge at the colder cloud top temperatures. While this is in agreement with the hypothesis of Minnis et al.
Plate 1. A composite analysis of the HIRS2 BT_8-BT_11 for August 1990 and 1991. The legend is given at the bottom of each figure.
[1992], it is not conclusive evidence and warrants further investigations. Because of the colder temperatures it will be difficult to detect the change which is driven to a large extent by the reduced transmittance of the radiance incident at the base of the aerosol layer. Large brightness temperature differences exist for cold cloud tops, in which a 1°-2°C change can result from a nonuniform field of view of the HIRS2 [Strabala et al., 1994]. Nonuniformity can be eliminated by combining the HIRS2 observations with collocated AVHRR data.

Desert scenes. The BT$_8$-BT$_{11}$ approach to monitoring stratospheric volcanic aerosol is more difficult over land due to daily temperature changes and spectral variations in surface emissivity. The emissivity of bare soil varies considerably between 8 and 12 μm depending on the surface mineralogy. The surface emissivity of bare soil is also dependent on view angle and varies as a function of wavelength. We can minimize the spectral dependence on view angle by restricting it to within 10° of nadir. The surface mineralogy of a desert such as the Sahara is not likely to change radically on the timescale of one year. An increase in total precipitable water from 1990 to 1991 will result in a decrease of BT$_8$-BT$_{11}$ as will the Mount Pinatubo aerosol layer. Unlike the oceanic case, over the desert there is no direct coupling between surface temperature and water vapor amount which can be used to account for the varying atmospheric conditions. An increase in cirrus cloud or airborne dust will increase the BT$_8$-BT$_{11}$ and will therefore be distinguished from the volcanic aerosol.

Plate 2. Change in the HIRS2 BT$_8$-BT$_{11}$ between the years 1990 and 1991 for the month of August.

Figure 4. Same as Figure 2 except for a region over the Amazon.
Figure 5. Scatter diagram of the 11-μm brightness temperature versus BT$_8$–BT$_{11}$ for August 1990 (circles) and 1991 (squares). The solid line represents the best fit polynomial curve to the 1991 data and the dotted line represents the fit to the 1990 data.

Figure 6 is a box analysis of the BT$_8$–BT$_{11}$ versus BT$_{11}$ for the Sahara Desert region for view angles of 0°–10°. The 1991 means (triangles) are consistently lower by approximately 1°C, than the 1990 values (circles). This is in agreement with expectations for the Mount Pinatubo aerosol as observed over the ocean region. While not so conclusive as the oceanic case, the desert 1991 means lie just within the standard deviation of the 1990 observations, they suggest a potential for detecting the aerosol over the desert and warrant further study.

3.2. Time Series Analysis

The spatial distribution of the aerosol depends on the transport mechanisms and the microphysical processes such as coagulation, sedimentation, and chemical reactions. A time series analysis of the satellite observations can provide insight into the transport processes. For example, Stowe et al. [1992] analyzed the east-west progression of the Mount Pinatubo aerosol by plotting the daily values of aerosol optical thickness (AOT) averaged over the 0°–10°S zonal band as a function of longitude from 100°E to 80°W. They estimated that for the first two months the aerosol layer circled the Earth with a period of approximately 16–18 days. Analysis of more zonal bands over the tropical regions for June to November indicated the aerosol was circulating the globe with a period of approximately 18–22 days.

The brightness temperature differences of 1°–1.5°C suggests the capability of tracking the aerosol using the infrared signal. In this section we use the HIRS2 observations to further explore the periodicity of the stratospheric aerosol. We analyze clear-sky daily observations of BT$_8$–BT$_{11}$ averaged over Southeast Pacific (15°–5°S and 160°–180°W). We consider only observations ±10° view angles and average all observations within the geographic region made in a day. Days with missing values are linearly interpolated from nearby values. To search for periodicity, we perform a harmonic analysis of the BT$_8$–BT$_{11}$ data and smooth the periodogram using 3-point Daniel weights. Figure 7 displays the smoothed periodogram. The broad peak at a frequency of approximately 0.05 corresponds to periods of 18 to 26 days. This Fourier analysis of the brightness temperature difference time series results in periodicities that are similar to that inferred by Stowe et al. [1992], demonstrating the potential utility of the thermal observations for monitoring the position of the aerosol layer.

3.3. Trispectral Analysis

The bulk transmittance of many aerosols display a strong spectral variation in the 8- to 13-μm region. For this reason, techniques have successfully employed temperature differences between the 11- and the 12-μm channels of the AVHRR to detect aerosols [e.g., Prata, 1989; Barton et al., 1992]. More recently, Baran et al. [1993] proposed using observations at 8.3 and 12.5 μm to detect stratospheric aerosols. The brightness temperature differences among 8-, 11-, and 12-μm channels has been shown to be useful in detecting cirrus clouds [Ackerman et al., 1990; Strabala et al."
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Figure 6. Same as Figure 2 except for a region over the Sahara Desert.
In this section we apply our trispectral technique for remote sensing of volcanic aerosols.

Figure 8 is a theoretical simulation of the effect of the Mount Pinatubo aerosol on the brightness temperature difference among the three IR channels, assuming the physical characteristics present in Table 1. As the optical thickness of the aerosol increases, BT₈-BT₁₁ and BT₁₁-BT₁₂ decrease. While the change is in the same direction as an increase in water vapor for BT₈-BT₁₁, the change is opposite to that of increased water vapor for the BT₁₁-BT₁₂ parameter. Thus the three-channel technique may aid in separating the effects of water vapor from those of the aerosol as well as clouds [Strabala et al., 1994].

As no present single satellite instrument makes observations at all three wavelengths, we composited observations from the HIRS2 instruments flown on NOAA 10 and NOAA 11 satellites. The NOAA 11 platform provides observations at 11 and 12 µm, while the HIRS2 on the NOAA 10 provides observations at 8 and 11 µm. Clear-sky observations with view angles less than 10° are averaged over 2° latitude by 3° longitude regions. Both instruments have an 11-µm channel, thereby providing an opportunity to compare the calibration of the two satellites over the 2-year period. To cross-validate the calibration, we make use of a histogram analysis (Figure 9) of the 2° × 3° spatial average over the month of August. Table 2 quantifies this graphic depiction. For a given year the results are similar for NOAA 10 and NOAA 11 observations. The major difference is the smaller minimums observed by the NOAA 10 satellite in both years, which also affects the different skew of the two observations. Comparison between years indicates the consistently cooler observations of 1991, consistent with the presence of the stratospheric aerosol. The comparison demonstrates the consistency of the two different instruments in a given year as well as the differences between the years and lends confidence to analyzing the trispectral technique in this compositing approach.

Figure 10 is the trispectral plot of clear-sky ocean scenes observed in August 1990 between 30°S and 30°N. The slope of the points results from changing water vapor. Positive values of BT₁₁-BT₁₂ result from stronger absorption at 12.5 µm, and the BT₈-BT₁₁ negative values result from stronger absorption at 8.3 µm. The ellipse oriented along a linear regression between the variables denotes the 95% probability that a point will fall within the enclosed region. This circle is replicated in Figure 11 which depicts the post-Pinatubo trispectral observations for the month August 1991. Many points lie outside the 95% confidence ellipse generated with the 1990 observations. The departure is consistent with the effects of the aerosols. Partial field of view cloud contamination would drive the differences in the opposite direction [Strabala et al., 1994].

The effect of the Mount Pinatubo aerosol on the BT₁₁-BT₁₂ are also demonstrated in a box diagram (Figure 12). The difference between the 1990 and 1991 means ranges from 0.5° to 0.8°C. Referring to the theoretical simulations (Figure 8), this implies a BT₉-BT₁₁ of 1°-1.5°C, which is in agreement with the present infrared observations and the optical depth estimates of Stowe et al. [1992] (see Figure 1). Thus the model calculations and satellite visible and infrared observations are consistent in suggesting, for this region and time, infrared optical depths at 8.3, 11.1, and 12.5 µm of 0.03-0.06, 0.014-0.02, and 1.2 × 10⁻³ to 4 × 10⁻³, respectively.

4. Summary

Methods of monitoring stratospheric aerosol using brightness temperature differences between 8- and 11-µm channels, and 8-, 11-, and 12-µm channels are presented. The methods are illustrated with theoretical calculations. More theoretical work is required to refine the techniques and understand their capabilities and limitations. Observations made by the HIRS2 on board the NOAA 10, NOAA 11, and NOAA 12 satellites are used to demonstrate the technique and to monitor the presence of the Mount Pinatubo aerosol layer. Differences between 1990 and 1991 observations of BT₈₋₁₁ over clear-sky oceanic regions clearly indicate the presence of the stratospheric aerosol layer. The suitability of the method to regions of high reflectance is also demonstrated.
Figure 9. Histogram of the 11-μm brightness temperature for the NOAA 10 and NOAA 11 satellites for August 1990 and 1991.

Table 2. Statistical Analysis of 11-μm Brightness Temperatures Observed by NOAA 10 and 11 Satellites in August 1990 and 1991

<table>
<thead>
<tr>
<th>Satellite, Year</th>
<th>Mean</th>
<th>Median</th>
<th>Min</th>
<th>Max</th>
<th>Lower Quartile</th>
<th>Upper Quartile</th>
<th>Standard Deviation</th>
<th>Skew</th>
</tr>
</thead>
<tbody>
<tr>
<td>NOAA 11, 1991</td>
<td>292.98</td>
<td>293.35</td>
<td>284.26</td>
<td>302.03</td>
<td>291.68</td>
<td>294.56</td>
<td>2.34</td>
<td>-.47</td>
</tr>
<tr>
<td>NOAA 10, 1991</td>
<td>292.85</td>
<td>293.23</td>
<td>280.28</td>
<td>301.57</td>
<td>291.51</td>
<td>294.56</td>
<td>2.38</td>
<td>-.64</td>
</tr>
<tr>
<td>NOAA 11, 1990</td>
<td>293.99</td>
<td>294.48</td>
<td>284.82</td>
<td>303.31</td>
<td>292.62</td>
<td>295.75</td>
<td>2.49</td>
<td>-.66</td>
</tr>
<tr>
<td>NOAA 10, 1990</td>
<td>293.87</td>
<td>294.42</td>
<td>281.31</td>
<td>302.80</td>
<td>292.47</td>
<td>295.66</td>
<td>2.57</td>
<td>-.85</td>
</tr>
</tbody>
</table>

Figure 10. Scatter diagram for the clear-sky August 1990 observations of NOAA 11 brightness temperature difference between 11 and 12 μm versus the NOAA 10 brightness temperature difference between 8 and 11 μm. The ellipse represents the 95% confidence limit that points lie within the region.
Figure 11. Scatter diagram for the clear-sky August 1991 observations of NOAA 11 brightness temperature difference between 11 and 12 μm versus the NOAA 10 brightness temperature difference between 8 and 11 μm. The ellipse represents the 1990 95% confidence limit of Figure 10.

A time series analysis of the BT8–BT11 for a 7-month period for an oceanic region indicates a periodicity of 18–26 days, consistent with other global observations of the spreading of the Mount Pinatubo aerosol. When compared to a similar analysis for August 1990, a spatial analysis over the month of August 1991 clearly indicates the zonal presence of the aerosol.

Observations of HIRS2 on the NOAA 11 and NOAA 10 satellites were composited to demonstrate the potential of the trispectral technique. Over ocean regions the analysis suggests the potential for future satellite instruments to separate cirrus clouds from stratospheric H2SO4 aerosols. Application over land requires more work.

Advantages of the method are that it can be applied during both night and day and has a better time sampling than solar occultation methods. It also has potential to be applied over high-albedo surfaces such as deserts and deep convective clouds, a limitation of visible reflectance techniques. A disadvantage is that it has no information on the vertical distribution of the aerosol and may be difficult to apply in optically thin aerosols. When combined with visible retrievals of aerosol optical depth, it may be feasible to estimate the solution of the H2SO4/H2O droplets.
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ABSTRACT

An automated method of monitoring various climate parameters using collocated AVHRR (Advanced Very High Resolution Radiometer) and HIRS/2 (High-resolution InfraRed Sounder - 2) observations has been developed. The method, referred to as CHAPS (Collocated HIRS/2 and AVHRR ProductS) was implemented during the months of July 1993 and January and July 1994. This paper presents the oceanic cloud screening method and analysis of the spectral greenhouse parameter \( g_\lambda \) for July 1993 and January 1994. In addition, the CHAPS derived clear-sky parameters are compared to the NESDIS historical data set. There is agreement between NESDIS and CHAPS for the \( g_{6.7} \) and \( g_{7.3} \). The NESDIS 8.2 \( \mu m \) data appears to be cloud contaminated. Through comparison with CHAPS, it is suggested that the mode, rather than the mean, provides the better estimate of the central tendency of the NESDIS clear-sky 8.2 \( \mu m \) radiance distribution, particularly for regions with extensive low level cloud cover.

It is shown that the spectral greenhouse parameter at wavelengths sensitive to middle and upper atmospheric water vapor content is dependent on SST via its connection to large scale atmospheric circulation patterns. It is also shown that the variability of the spectral greenhouse parameter is strongly a function of latitude at these wavelengths, as well as in spectral regions sensitive to lower level water vapor. Standard deviations are largest in the tropics and generally decrease poleward. In contrast, variability in
the spectral regions sensitive to upper tropospheric temperature, peaks in
the middle latitudes and has its minimum in tropical latitudes.

Variability in the relationship between $g_\lambda$ and SST shows only a weak
dependence on season for channels sensitive to water vapor content. A
strong seasonal dependence is found in the $g_{14.3}$ for the middle latitude
regions associated with changes in the temperature structure of the upper
troposphere.

The relationship between the spectral greenhouse parameter and the
broadband greenhouse parameter is presented and discussed. It is found
that the range in broadband $g$ for warm tropical SSTs is driven by spectral
changes at wavelengths sensitive to upper tropospheric water vapor. For
cooler SSTs associated with the middle latitudes, the range in $g$ is a function
of the spectral greenhouse parameter sensitive to the temperature structure
of the upper troposphere.
1 Introduction

The satellite platform provides a means for global monitoring of various earth-system parameters. Long-term satellite data sets spanning time periods of up to 20 years are now becoming available for use in the investigation of climate trends and variability. Although such time intervals are usually considered too short for climate studies, any effort to systematically analyze a time series of global satellite data of even that length would be extraordinarily costly. In order to avoid the expense of retrieving data from archives, the authors have developed a method whereby observations from two instruments on the same space platform are combined in a near real-time environment. Various climate parameters are computed and analyzed in the same time frame. Similar algorithms could conceivably be expanded to include more instruments and be operated over long time periods in order to automatically monitor important atmospheric variables such as cloud type and amount, cloud radiative forcing and the "greenhouse effect" of the atmosphere.

This paper is the first in a series of investigations of various climate parameters using global satellite spectral observations. These global measurements are used to study inter-annual and inter-seasonal variations. The global data also provide validation for climate models and will lead to interesting insights on atmospheric processes relevant to climate change studies.
Part one focuses on the methods of data collection and clear-sky determination, along with analysis of the spectral greenhouse parameter. Variations in clear-sky observations from various spectral bands across the infrared spectrum are investigated, as well as their relation to the broadband observations.

The algorithm designed to operate in near-real time for the purpose of monitoring climate parameters and which makes use of collocated radiance measurements from the Advanced Very High Resolution Radiometer (AVHRR) and the High Resolution Infrared Sounder/2 (HIRS/2) is referred to as CHAPS - Collocated HIRS/2 and AVHRR ProductS. Observations from instruments aboard the NOAA-12 space platform were used in conjunction with forecast model output from the National Meteorological Center (NMC) to produce global distributions of cloud altitude and amount, the spectral greenhouse effect of the atmosphere, and spectral cloud radiative forcing. This study utilizes CHAPS data collected during the months of July 1993 and January 1994 for the purpose of studying the spectral properties of the clear-sky atmosphere.

The feasibility of collocating measurements from two instruments and analyzing the combined data in near real-time is also demonstrated. The technique discussed below can therefore be adapted into an operational algorithm but could be applied to historical data sets as well. In this paper, the emphasis on collocating AVHRR pixels within the HIRS/2 footprints is
to ensure cloud-free HIRS/2 scenes. A complete discussion of the spectral measurements and the CHAPS cloud screening process for ocean surfaces is found in Section 2. Comparison of the CHAPS derived clear-sky parameters with those derived from the historical National Environmental Satellite, Data, and Information Service (NESDIS) operational radiances is given in Section 3. Analysis of the spectral greenhouse parameter is undertaken in Section 4 and the results of the study are summarized in Section 5.

2 Satellite Observations

Adequate discrimination between clear and cloudy scenes from space is crucial for an understanding of global radiation balance, cloud cover, surface property studies, and retrieval of atmospheric temperature and moisture profiles. The description and understanding of the Earth's clear regions is important for its own sake, but also as a reference for changes in radiative forcings caused by differing cloud types and amounts. By combining the spectral resolution of an atmospheric sounder (HIRS/2) with the spatial resolution of an imager (AVHRR) we hope to more accurately describe the radiative properties of clear-sky regions. Hayden and Taylor (1985) and Levanant (1989) used collocated AVHRR and HIRS/2 observations to improve clear-sky HIRS/2 scenes and thus improve the atmospheric profiling of the TOVS package. Ackerman et al (1992) used collocated AVHRR, HIRS/2 and ERBE observations to study clear and cloudy sky radiative
properties. Collocated AVHRR and HIRS/2 data have also been used to study cloud properties (e.g., Baum et al., 1992; Baum et al., 1994). Derrien et al. (1993) make use of the AVHRR to assess the cloud conditions within the HIRS/2 footprint and have developed an automatic regional cloud detection technique for the NOAA-11 using AVHRR 1 km data. In this paper we present an automated global cloud detection technique using the AVHRR and HIRS/2 data in tandem.

Tables 1 and 2 list channel information for the HIRS/2 and AVHRR instruments aboard NOAA-12. The spatial resolution of the HIRS/2 is nominally 17 km at nadir, while that of the AVHRR is 1 km. The present study utilized AVHRR Global Area Coverage (GAC) data, where every third scanline was recorded and four of each five-pixel group along these scanlines were averaged, resulting in a nominal resolution of 4 km. The NOAA-12 space platform is in near-terminator sun-synchronous orbit with an inclination of approximately 110 degrees and height of 850 km. Such an orbit provides near-global coverage in 24 hours, with observations near 07:30 and 19:30 local time for most latitudes. This allows monitoring of day to day changes in clear-sky radiative properties due to variations in atmospheric moisture and temperature. This is particularly important in areas of the world which are otherwise very data-sparse. Using the methodology described below, it is possible to build an archive of high quality clear-sky parameters over the world's oceans. Such a data set now exists for the months of July 1993 and January and July 1994.
2.1 Data Acquisition and Processing

The radiance data were acquired in near-real time from the Man-computer Interactive Data Access System (McIDAS) at the University of Wisconsin-Madison (Suomi et al 1983). Calibrated and navigated AVHRR and HIRS/2 measurements (Kidwell, 1991) are stored on an IBM 4381 mainframe several hours after the completion of each orbit by the spacecraft. These data sets remain on the computer for approximately 24 hours, until being overwritten by more recent observations. Global fields of vertical temperature and moisture profiles were obtained from the NMC in Camp Springs, MD. These "final analysis" fields are output for 0 and 12 hours UTC and are available approximately 10 hours later. Weekly, global Reynolds' blended sea surface temperatures (SSTs) were also received from the NMC.

Because of the tremendous volume of data, particularly from the AVHRR, processing had to be completed in a timely fashion to reduce the amount and cost of storage space. This was accomplished with the use of an IBM RISC 6000 computer. When new orbital data appeared on the mainframe, it was transferred to the RISC 6000 by use of the standard File Transfer Protocol (ftp) software. A pre-processing program was run periodically to ascertain which ancillary datasets would be needed (e.g. NMC profiles which would not be available for several hours), to match up the HIRS/2 and AVHRR orbital data sets, and to generate any other parameters necessary for processing. The input NMC temperature and moisture fields were
linearly time-interpolated, when necessary, to the nearest hour of the orbital start times. Such a scheme is adequate for processing over the ocean surface where diurnal temperature variations are very small. This software acted as a funnel, gathering data from several machines, usually at several different times, providing the main processing stream with all of the information needed to process one complete orbit.

The central and most CPU-intensive task of the data processor is the collocation of the AVHRR GAC pixels within the larger HIRS/2 footprints. The method described by Aoki (1980) was chosen, but where GAC data is used in place of the 1 km Local Area Coverage (LAC) type. This method has been used with good success by the present authors (Ackerman et. al., 1992). Although the attempt was made to process as much data as possible, in order to minimize problems associated with limb measurements, sunglint, and angular effects on visible measurements, fields of view (FOVs) beyond 30 degrees of nadir were eliminated from the collocation. Also, poleward of 70 degrees latitude only one of four HIRS/2 FOVs was collocated with AVHRR pixels, due to the oversampling by polar orbiters in these regions. By restricting scan width, the amount of time needed to achieve truly global coverage is lengthened to two days, but any given geographical area is observed at least once for four consecutive days near the equator and more often nearer the poles. Even with the above restrictions, approximately 20,000 collocated HIRS/AVHRR FOVs were produced per
orbit with about 30 AVHRR GAC observations for each HIRS/2. The collocated measurements (as well as all derived products) were mapped onto a 2.5° latitude equal-surface-area grid according to the International Satellite Cloud Climatology Project (ISCCP) binning scheme (Rossow and Schiffer, 1991).

A check on the quality of the collocations is readily accomplished by comparison of the 11 µm "window" channel measurements of each instrument. Given that the atmosphere is nearly transparent at this wavelength, both instruments sense a wide variety of scene temperatures as the spacecraft progresses in its orbit. AVHRR pixel radiances were averaged over the corresponding HIRS/2 FOVs and converted to equivalent temperatures, then compared to those of the single HIRS/2 measurements. AVHRR data were also corrected for the known non-linearity of calibration in the three infrared channels (Brown, 1991). Correlations over an orbit were generally greater than 0.99. Because it is convenient in terms of computer processing efficiency, three other algorithms are executed during the collocation step. First is the CO₂-slicing method of cloud altitude determination (Smith et al, 1974; Smith and Platt, 1978; Menzel et al, 1983) using five of the HIRS/2 infrared channels. This information is used as part of a quality control system for clear-sky determination later in the processing stream. Secondly, histograms of AVHRR pixel values for each of its five channels are produced for each ISCCP region viewed. The class widths are 0.5K
for infrared channels and 1% for the visible. Only those pixels found to be located within HIRS/2 FOVs are incorporated into the histograms, which saves considerable amounts of computer time. Figure 1a shows a typical subtropical regional histogram of AVHRR 11 μm brightness temperatures. Figure 1b is similar but incorporates only the collocated pixels which fell inside HIRS/2 footprints. It is clear that the second histogram captures the important thermal characteristics of the region. Third, an estimate of total precipitable water at the location of each HIRS/2 FOV is computed based on spatially and temporally interpolated NMC temperature and moisture profiles.

2.2 Clear-Sky Determination

Using HIRS/2 spectral measurements and AVHRR GAC collocated pixel data, an attempt is made to determine which HIRS/2 FOV locations (if any) are clear within each ISCCP region viewed. Information from any such FOVs are used to infer the regional mean clear-sky radiative characteristics.

An important part of this process is the generation of regional 11 μm clear-sky brightness temperature thresholds. The first step is to compute a first guess clear-sky brightness temperature threshold at each HIRS/2 FOV location in the region.

Based on total precipitable water (TPW) estimates noted above, HIRS/2 scan angles (SCNA), and collocated AVHRR radiance data from a wide variety of ocean scenes, the following regression equation was developed:
SFCDIFF = A0 + (A1 \times TPW / \cos(SCNA)) + (A2 \times (TPW / \cos(SCNA))^2) \quad (1)

where SFCDIFF is the difference between the Reynolds' blended SST and the mean collocated AVHRR brightness temperature at a given FOV location. The values of the coefficients are: A0 = -0.8163, A1 = 0.5488, and A2 = 0.1132.

The first guess threshold (FGT) may then be written,

$$\text{FGT} = \text{SST} - \text{SFCDIFF} - 4.0 \quad (2)$$

The extra four degrees subtracted from the SST is to account for the standard lapse rate from the surface to the minimum expected cloud base.

Making use of the computed variabilities of collocated AVHRR pixels and the FGT associated with each HIRS/2 FOV location in a region, individual GAC 11 \mu m measurements within each HIRS/2 FOV are sorted into possibly clear and possibly cloudy categories. During nighttime situations (solar zenith angles greater than or equal to 80 degrees), if the standard deviation of 11 \mu m collocated observations is less than or equal to 0.5K, then each 11 \mu m pixel value is compared with the FGT for that HIRS/2 FOV location. Measurements with brightness temperatures greater than or equal to the FGT are incorporated into a second, (possibly) clear-sky histogram (CSH). During daytime situations (solar zenith angle less than
80 degrees), the further requirement is made that the AVHRR channel 2 reflectance be less than or equal to a threshold (e.g., 6.5 %). This process is repeated for all HIRS/2 FOV locations in the ISCCP region. The final clear-sky 11 \( \mu \)m brightness temperature threshold is defined as the temperature corresponding to the class of maximum frequency in the CSH minus the standard deviation computed from all of the \textit{possibly clear} pixel values. It should be noted here that single-pixel measurements at 3.7 \( \mu \)m (channel 3) which could be useful in cloud screening, are not used in the algorithm due to the known low signal-to-noise characteristics of this channel.

The FGT and AVHRR FOV variability are used together to minimize cloud contamination. The variability check screens out collocated FOVs which may contain warm AVHRR measurements, but have a high probability of being cloud contaminated. It also flags FOVs containing thin cirrus clouds which are often characterized by warm brightness temperatures and low visible reflectance measurements. By use of Eq. 2, we attempt to define a brightness temperature which includes pixels from reasonably warm scenes, but excludes those colder, cloudy areas which may be very uniform. The daytime channel 2 reflectance test is an additional check for warm clouds such as stratus or fog which are bright in the visible wavelengths. When all of the AVHRR 11 \( \mu \)m measurements from pixels which passed the \textit{possibly clear} tests are sorted into the CSH, observations from clear scenes will cluster into a sharp, narrow peak characteristic of the desired clear-sky
brightness temperature. Those from partly cloudy areas form a broader, ill-defined peak with fewer observations because of the higher temperature and moisture variability in those scenes. The standard deviation of the CSH AVHRR 11 \( \mu \text{m} \) values is subtracted from the peak temperature to allow for instrument noise in the measurements.

Figure 2 shows a histogram describing an ISCCP region centered on 18.75 S latitude and 109.85 W longitude on January 28, 1994. Figure 3 shows the associated CSH as well as the final clear-sky threshold. A time series of clear-sky threshold values, Reynolds' blended SSTs, and maximum collocated AVHRR 11 \( \mu \text{m} \) observed brightness temperatures is shown in Figure 4 for the ISCCP gridbox centered on 18.75S, 107.13W. Time runs through the month of January. Note that very little or no data was archived for a few days due to poor data quality or data ingest problems. Data may also be missing for a given day due to large scan angles. The two low points found on days 11 and 25 occur because no FOVs satisfying the possibly clear-sky criteria were found. The threshold represented in the figure is the first guess. On these two days there are no high-confidence clear footprints and thus no clear-sky spectral greenhouse parameter is derived. Note that the maximum AVHRR values are also low on these days, while the SST remains nearly constant.

Final clear-sky determination for each HIRS/2 FOV location is accomplished by use of the regional clear-sky threshold along with several other
criteria. If each of the criteria are met, the FOV in question is said to be clear. They are:

- If daytime, mean collocated AVHRR channel 2 reflectance less than or equal to 6.5
- Mean collocated AVHRR 11 μm brightness temperature greater than or equal to the regional clear-sky threshold
- Collocated AVHRR 3.7 μm standard deviation less than or equal to 0.5 degree K
- Collocated AVHRR 11 μm standard deviation less than or equal to 0.5 degree K
- HIRS/2 8 - 11 μm brightness temperature difference less than -3.5 degrees K
- Mean collocated AVHRR 11 - 12 μm brightness temperature difference greater than 0.5 degree K
- Computed cloud height from CO2-slicing algorithm greater than 500 mb

Tests 1, 2 and 4 have already been discussed, except that here we apply tests 1 and 2 to entire HIRS/AVHRR FOVs instead of one GAC pixel. Test 3 is included as an additional test for the presence of low, warm clouds, being particularly effective in daylight hours.

The last three tests take advantage of the multiple spectral channels of both instruments. Due to spectral differences in atmospheric absorption
of upwelling radiation due to cloud liquid water between 8 and 11 μm, versus that of ice, fully overcast FOVs containing ice cloud exhibit positive 8-11 μm differences, while those filled with water cloud show negative differences. The magnitude of the differences also depends on the total column water vapor amount. Therefore, given the same temperature and moisture conditions, clear-sky FOVs will yield greater negative differences than those contaminated with water cloud. At the same time, the presence of ice clouds (e.g. thin cirrus) also drives differences more positive. Strabala et al., (1994) use a threshold value of 0.5° in defining clear-sky scenes observed with the MAS (MODIS (Moderate-Resolution Imaging Spectrometer) Airborne Simulator) instrument. The difference between the two thresholds is due to the wider bandwidths of the HIRS/2 8 and 11 μm channels.

On the other hand, 11 - 12 μm brightness temperature differences approach 0 with total water cloud coverage, but show small positive differences in clear-sky conditions, owing to differential water vapor absorption properties between the two wavelengths (Inoue, 1987). This test is useful as another check for low clouds having very uniform temperatures. The cloud height test is a final check for the presence of middle and high level clouds. The CO2-slicing method is very reliable in detecting clouds of these types (Menzel et al., 1983; Smith and Platt 1978). The clear-sky detection is summarized in two flow charts in Figures 5
and 6. The first shows the steps in computing a regional clear-sky threshold, the second details the final determination process for each FOV. These tests were incorporated into the CHAPS algorithm to optimize detection of clear-sky HIRS/2 observations. The algorithm and data structures were designed so that reprocessing of the data is a straightforward process.

3 Comparison with NESDIS Operational Radiances

This section compares climatologies of clear-sky radiances derived from the CHAPS procedure outlined above with HIRS/2 clear-sky radiances obtained from the TOVS operational sounding products data set. The TOVS sounding product data set contains clear-sky radiances from HIRS/2 as well as other TOVS instruments (MSU and SSU) used by NESDIS to produce operational retrievals of temperature and moisture which are subsequently distributed for assimilation into numerical weather prediction models. The objectives of this comparison are (1) to demonstrate the consistency between the two clear-sky radiance climatologies and (2) highlight regions of discrepancy between the two radiance data sets which are attributable to differences in the processing of the input radiance data stream. In particular, it will be shown that in certain climatological regions, the present cloud clearance algorithm provides significantly improved clear-sky radiance determination for atmospheric channels whose weighting functions peak in the lower atmosphere.
There are two important differences between the operational data processing performed by NESDIS and the CHAPS processing (described in section 2) which are relevant to the comparison: (1) Cloud clearance - The NESDIS operational cloud clearance algorithm, commonly referred to as the "N**" technique (Smith et al., 1979; McMillin and Dean, 1982), applies thresholds to the HIRS/2 radiance field to discriminate between clear and cloudy pixels. The most significant difference between this approach and the CHAPS procedure is the latter's use of high spatial resolution AVHRR measurements to determine the horizontal homogeneity of the radiance field within the HIRS/2 FOV. This feature enables more reliable discrimination between clear and partially cloud-filled HIRS/2 observations and is particularly useful for identifying low level clouds which may not produce a strong enough IR signature to be detected by NESDIS thresholds. (2) Angular correction - In addition to cloud clearance, NESDIS performs a limb correction which converts the original HIRS/2 radiances viewed at varying zenith angles to equivalent "nadir-view" radiances. No limb correction is performed in the CHAPS processing, instead radiances are restricted to within 30 degrees of nadir.

Following Ackerman et al (1992) we define a normalized spectral greenhouse parameter as

\[ g_\lambda = \frac{B(T_s) - I_{acs}}{B(T_s)} \]  

(3)
where $B(T_s)$ is the Planck function at wavelength $\lambda$ and surface temperature $T_s$, and $I_{\lambda cs}$ is the satellite observed clear-sky radiance. SSTs are derived from the collocated mean AVHRR clear-sky observations using the NOAA operational algorithm (McClain, 1989; Wade, 1993). Figure 7 shows the zonally averaged spectral greenhouse parameter from CHAPS (solid-line) and NESDIS (dashed line) for January from 3 different spectral channels; 6.7 $\mu$m, 7.3 $\mu$m, and 8.2 $\mu$m. The CHAPS data are from January 1994 whereas the NESDIS data represent a climatological average of Januarys from the period 1981-1990. The data represent zonal averages over ocean surfaces only. For channels whose weighting functions peak in the upper troposphere (6.7 $\mu$m, 7.3 $\mu$m), zonal variations in the greenhouse parameter are in good agreement with each other. Differences are typically less than 2%, or roughly 0.5 K in terms of equivalent brightness temperatures. The study of Bates and Wu (1995) suggests that intercalibration differences in 6.7 $\mu$m brightness temperatures between successive NOAA satellites is between 0.1 and 0.5K.

Larger discrepancies between CHAPS and the NESDIS observations exist for the lower tropospheric water vapor sensitive channel (8.2 $\mu$m). In particular, for latitudes poleward of 40° the NESDIS data exhibit a significantly larger greenhouse parameter especially in the northern (winter) hemisphere where differences range from 50-100%. These differences reveal that the NESDIS radiances at 8.2 $\mu$m are systematically colder than
the CHAPS radiances. A similar pattern of discrepancy is noted over the southern hemisphere mid-latitudes during July (not shown).

A comparison of the two datasets as a function of SST is presented in Figure 8. Individual points correspond to CHAPS radiances. The solid and dashed lines correspond to the mean and ± 1 standard deviation of the NESDIS radiances binned as a function of SST. Good agreement is apparent for the upper tropospheric channels (6.7 μm and 7.3 μm) illustrating that both climatologies show a nearly identical dependence upon SST. Both climatologies exhibit an increase in $g_\lambda$ with increased SST and a non-linear rise at the warmest SSTs; however, in the 8.2 μm channel, the NESDIS greenhouse parameter is systematically larger than the CHAPS greenhouse parameter. The discrepancy is greatest for cold SSTs, consistent with the zonal average plots shown above. Indeed for cold SSTs, the NESDIS data depict a slight decrease in $g_\lambda$ with increasing SST. This is contrary to what is expected based upon observations that atmospheric water vapor generally increases with increasing SST (Stephens 1990). This comparison suggests that the NESDIS 8.2 μm radiances contain a systematic cold bias, particularly over cold, mid-latitude ocean surfaces.

The presence of a cold bias in the NESDIS radiances for only the 8.2 μm channel suggests a contamination of the NESDIS clear-sky radiances by low cloud cover. This is consistent with the observation of largest bias over cold, mid-latitude oceans where low cloud cover is most frequent. To examine
this issue in more detail, Figure 9 compares a histogram of the instantaneous (daily) NESDIS oceanic, clear-sky 8.2 \( \mu \text{m} \) brightness temperatures (BT) with results from CHAPS for two geographic regions: (top) northern hemisphere mid-latitudes (45N-55N) and (bottom) the sub-tropics (20N-30N). A distinct skew in the histogram towards lower BT is apparent in the NESDIS values. This supports the hypothesis that the NESDIS radiances are cloud contaminated by low cloud cover. Since clouds are generally colder than the underlying atmosphere/surface, classification of partially-cloudy FOVs as clear results in a tail of cloud contaminated BT extending towards lower values. The CHAPS BT (dark wide bars) on the other hand, exhibit a much more gaussian distribution consistent with that expected for completely cloud-free FOVs. The maximum values in the two histograms are more similar in the sub-tropical region, resulting in a similar mean between the two algorithms.

Since the NESDIS-processed radiance data set provides a 15+ year climatology of archived spectral parameters, it is worthwhile investigating the extent to which channels sensitive to the lower troposphere may be corrected to remove the impact of the low cloud cover. As noted above, cloud contamination generally results in a “tail” of cold radiances which introduces a systematic bias in the monthly mean. In these situations, a more robust statistic of the typical clear-sky radiance for a given month may be provided by the mode of the daily measurements for a particular
grid box, rather than the mean. By choosing the peak of the frequency distribution, the impact of the outlying (e.g. cloud contaminated) data points upon the estimate of the central tendency is removed. Figure 10 shows a comparison between several zonally averaged 8.2 μm clear-sky quantities: CHAPS monthly mean BT (thick line), NESDIS monthly mean BT (thin line), and NESDIS mode (dotted line). The use of the mode clearly results in improved agreement over the mid-latitudes, although the agreement is still not perfect. This suggests that the mode, rather than the mean, provides the better estimate of the central tendency of the NESDIS clear-sky 8.2 μm radiance distribution, particularly for regions with extensive low level cloud cover.

4 Analysis of CHAPS

Satellite-based measurements have improved our understanding of the processes involving global climate change. One example is the use of broadband data from the Earth Radiation Budget Experiment (ERBE) to study the atmospheric greenhouse effect and its relationship to sea surface temperature. Water vapor is the most important gas in the atmospheric feedback mechanism known as the greenhouse effect. Water vapor feedbacks are also a major source of uncertainty in the prediction of climate change. The presence of water vapor affects the radiative properties of the atmosphere and impacts the development of clouds. Observational studies of the radiative
effects of water vapor have recently made use of the broadband greenhouse parameters;

\[ g = \frac{\sigma T_s^4 - OLR_{cs}}{\sigma T_s^4} \quad (4) \]

\[ \mathcal{G} = \frac{\sigma T_s^4}{OLR_{cs}} \quad (5) \]

where \( T_s \) is the sea surface temperature (SST), \( \sigma \) is the Stefan-Boltzman constant and \( OLR_{cs} \) is the measured clear-sky broadband outgoing long-wave flux at the top of atmosphere. The normalized greenhouse parameter (equation 4) was defined by Raval and Ramanathan (1989). Plotted versus SST, the greenhouse parameter is a demonstration of the atmospheric water vapor feedback to SST variation. In addition to providing physical insight into the coupling between the atmosphere and oceans, this parameter is also used to validate climate models. Raval and Ramanathan (1989) illustrated the broadband relationship between the greenhouse parameter and SST and demonstrated that the relationship was mainly due to changes in total column precipitable water content. In addition to understanding the general trend of increasing \( g \) with increasing SST, it is important to understand the range in \( g \) for a given SST. Stephens and Greenwald (1991) found a similar relationship between \( g \) and SST and used simple model calculations to demonstrate that the variability of \( \mathcal{G} \) (equation 5) as a function of SST was associated with changes in the vertical distribution of water.
vapor and the temperature lapse rate. Ackerman et al (1992) used observations to demonstrate the dependency of the greenhouse parameter on upper tropospheric water vapor using collocated broadband and 6.7 \( \mu m \) spectral observations. They also defined a greenhouse parameter in terms of spectral observations. Webb et al (1993) used broadband observations and model simulations to explain some of the variability of the relationship between the greenhouse parameter and SST. Understanding the causes of variability in the relationship between the greenhouse parameter and SST is necessary for providing insights into climate variations. The following paragraphs address this issue using clear-sky spectral observations.

The relationship between the spectral greenhouse parameter for wavelengths of 11, 8.2, 7.3 and 6.7 \( \mu m \) and SST are depicted in Figures 11 and 12 for July 1993 and January 1994 respectively. The quantities shown were generated by averaging over 2.5 degree ERBE grid boxes (ERBE Data Management Team, 1991). The higher in the atmosphere that a spectral channel’s weighting function peaks (see Table 1), the colder the temperature and therefore the larger the spectral greenhouse parameter. The increase in \( g_{8.2} \) and \( g_{11} \) with SST is related to the increase in precipitable water with SST. This is similar to the relationship presented by Ackerman et al (1992) in their regional study using collocated AVHRR, HIRS/2 and ERBE measurements. The coupling of \( g_{7.3} \) and \( g_{8.7} \) with SST results from large scale circulation patterns, which are also linked to the SST. The dependence of
$g_{8.2}$ and $g_{6.7}$ on SST is demonstrated in Figure 13 which depicts the brightness temperature of 8.2 and 6.7 $\mu$m ($BT_{8.2}$ and $BT_{6.7}$) as a function of SST for the month of January. The dependence of $BT_{11}$ is similar to $BT_{8.2}$ while $BT_{7.3}$ is similar to the dependency of $BT_{6.7}$. The strong dependence on SST in these lower tropospheric-sensitive channels is due, in part, to surface emitted radiance being transmitted through the atmosphere. Note the change in slope between $BT_{8.2}$ and SST that occurs at a SST of approximately 297K as noted by Ackerman et al (1992). The connection between the $BT_{6.7}$ and SST is influenced by atmospheric circulation patterns, which are themselves a function of SST. For example, tropical convection transports moisture into the upper troposphere and is associated with warm SSTs, while subsidence dries the upper troposphere and is observed over the cool waters associated with persistent stratus regimes. As the SST increases, $BT_{6.7}$ increases slightly until approximately 290K after which it remains the same with increasing SST.

As with SST and the broadband greenhouse parameter, $g_{\lambda}$ has a geographic dependence. Figures 14a and 14b show the CHAPS monthly mean $g_{6.7}$ and $g_{8.2}$ respectively, for January 1994 (top) and July 1993 (bottom). Dark blue regions are areas where CHAPS did not retrieve high-confidence clear-sky radiances and therefore no greenhouse parameter. From the definition of $g_{\lambda}$, values close to 1 result when the radiant exitance out the top of the atmosphere has a much smaller magnitude than the radiance entering
the bottom of the atmosphere. Spectral regions where the atmosphere is
weakly absorbing generally have small values of $g_\lambda$. Geographic regions of
persistent convection generally have moist atmospheres and therefore this
is where the spectral greenhouse parameter reaches its maximum value.

Regions of persistent subsidence generally have dry middle and upper tropo-
ospheres and thus lower values of $g_\lambda$. Oceanic tropical convective regions
generally coincide with warm SSTs, while subsident regions west of the
continents have oceanic upwelling and cooler SSTs which act to enhance
the geographic patterns of $g_\lambda$. However, not all regions with warm SSTs
have high $g_\lambda$ values. For example, consider the Arabian Sea during July.
This entire body of water is warm, yet there is a strong gradient in $g_{8.2}$.
The high values in the eastern Arabian Sea ($\approx 0.25$) are a consequence of
the deep moist layer associated with the southwest summer monsoon. But
a low-level temperature inversion exists in the western half, confining much
of the moisture to the warm boundary layer which results in a smaller value
of $g_{8.2}$ ($\approx 0.17$).

Webb et al (1993) noted that the variability in the broadband greenhouse parameter as a function of SST differed between the winter and sum-
mer hemispheres. By combining the broadband observations with model
calculations, they found that water vapor was primarily responsible for
variations in the $g$ in the tropics while temperature variations explained
much of the variability in the mid-latitudes. The spectral observations of
$g_\lambda$ allow for direct observations of these variations.
Figure 15a-d shows diagrams of $g_\lambda$ as a function of latitude (negative values are southern hemisphere) for HIRS/2 channels 8, 10, 11 and 12 ($11, 8.2, 7.3$ and $6.7 \mu m$ respectively). Values of the spectral greenhouse parameter were averaged over $10^\circ$ latitude bands. The center points represent the means and the boxes plus and minus a standard deviation. The solid circles represent January values and the open diamonds July measurements. Maximum values occur in the tropics where SSTs are warmest and water vapor concentrations greatest. Commonalities are strong between the summer and winter hemispheres. For example, peak values occur within 10 degrees of the equator in the summer hemisphere. For the region between approximately $40^\circ N$ and $40^\circ S$ the latitudinal values of $g_\lambda$ are seasonally dependent. Except for $g_{11}$, there is a seasonal symmetry in $g_\lambda$ – the latitudinal mean value for the southern hemisphere summer matches well with the corresponding latitudinal mean value of the northern hemisphere summer. The dependence on season is small poleward of $40^\circ$. The standard deviations in these plots reveal large variations of $g_\lambda$ within latitude zones, but which generally decrease towards the poles. This occurs for all four of the HIRS/2 spectral channels sensitive to water vapor. It is also apparent that the standard deviations of $g_\lambda$ in these water vapor-sensitive bands are somewhat seasonally dependent, especially between $40^\circ N$ and $40^\circ S$. The largest variability across a latitude band occurs in the tropics and subtropics. This zonal variability decreases with increasing height in
the troposphere (as the height of the channels' peak in weighting functions increases). However, there is only small temporal variability during the two months of the study in tropical convective regions (figure not shown).

In addition to the water vapor vertical distribution, the greenhouse effect of the atmosphere is also a function of its temperature structure. Spectral radiance measurements can be used to assess the relative importance of the atmospheric water vapor and temperature distribution in defining the greenhouse parameter. For example, the 14.2 μm radiance (HIRS/2 channel 4) is in a CO₂-absorption band and is primarily sensitive to atmospheric temperature with a peak in the weighting function at approximately 250 mb. Latitudinal variations in the July and January spectral greenhouse parameter at 14.2 μm are depicted in Figure 16. The g₁₄.₂ is a strong function of season poleward of approximately 40°. Unlike the water vapor channels, the temperature-sensitive channel shows greatest variation in the mid-latitudes and only small variability in the tropics.

The seasonal dependence of g₁₄.₂ and g₁₃.₆ (HIRS/2 channels 4 and 6) on SST is demonstrated in Figure 17. The circles and crosses represent g₁₄.₂ in the summer and winter hemispheres respectively, while the triangles and stars represent the corresponding values for g₁₃.₆. In tropical regions which are associated with warm oceans, for a given SST, there is a small range of the spectral greenhouse parameter and there is no seasonal dependence. In the mid-latitude summer hemisphere, as the SST increases, the g₁₄.₂
and \(g_{13.6}\) also increase, which is indicative of a warmer upper troposphere with little variability. During winter, for a given SST colder than approximately 285K, there is an increased variability in \(g_{13.6}\) and \(g_{14.2}\). This winter variation is associated with the presence of mid-latitude cyclones and accompanying changes in the height of the tropopause as well as changes in the atmospheric lapse rate. The winter troposphere is colder than the summer, which enhances the difference between the effective temperatures of the atmosphere and oceans and leads to a larger \(g_{14.2}\) and \(g_{13.6}\). The difference in mean lapse rate between winter and summer, 6.03 K/km versus 5.91 K/km (Houghton, 1986), also contributes to larger values of \(g_{14.2}\) and \(g_{13.6}\) during winter. In the tropics, there is little seasonal variation in the tropospheric temperature, and thus smaller variations in \(g_{13.6}\) and \(g_{14.2}\).

5 Relation Between Spectral and Broadband Greenhouse Parameters

In this section, we investigate the relationship between the broadband greenhouse parameter \(g\), as measured by ERBE, and the spectral greenhouse parameter \(g_3\), determined from the NESDIS archived data set. We have chosen the NESDIS data set because the CHAPS data do not overlap in time with the ERBE scanner observations. The relationship between the broadband greenhouse parameter and SST has been discussed in several papers (e.g. Raval and Ramanathan, 1989; Stephens and Greenwald,
1991; Webb et al 1993). In Figures 18a and 18b, the abscissa is sea surface temperature and the ordinate is the broadband greenhouse parameter. The shaded regions are an indication of the range of $g$ for a given SST. Corresponding averaged spectral greenhouse parameter values were determined over 1 degree intervals of SST and over 0.01 in the broadband greenhouse parameter. The shaded areas and contours in Figure 18a (18b) represent the averaged values of $g_{6.7}$ ($g_{14.0}$) for the given interval of SST and $g$. This binning is similar to that of Raval et al. (1994) who investigated the dependence of outgoing longwave radiation on sea surface temperature and moisture. Figure 18a demonstrates that for warm SSTs, the range in $g$ is associated with differences in $g_{6.7}$, while for cooler SSTs, variations in $g_{6.7}$ are small and do not explain the large range of $g$ for a given SST. As an example, for an SST of 300K the broadband greenhouse parameter, $g$, ranges between approximately 0.33 and 0.4. The smaller values of $g$ are associated with small values of $g_{6.7}$ (0.68) and as $g$ increases to 0.4, $g_{6.7}$ increases to 0.82. For a SST of 280K, $g_{6.7}$ ranges from 0.7 to 0.72, while its broadband counter-part varies from .25 to .35. The ranges of $g$ as a function of a given SST can also be interpreted as occurring due to changes in upper tropospheric humidity (UTH). Figure 19 is similar to Figure 18a, except the contours represent the UTH computed from the HIRS/2 observed 6.7 $\mu$m radiances, following the method of Soden et al (1993). For warm SSTs, the range in $g$ is associated with the magnitude of the UTH. For a given
SST, a moist upper troposphere will have a larger $g$ than an atmosphere with a lower UTH. For SSTs less than approximately 288K, the UTH is relatively uniform, and therefore cannot explain the observed range in $g$ for a given SST.

For cool SSTs, the range in the broadband $g$ is associated with variations in the channels sensitive to upper tropospheric temperature. Figure 18b shows that for a SST of 280K, $g_{14.0}$ ranges from approximately 0.4 to 0.5. For warm SSTs associated with the tropics, $g_{14.0}$ shows little variation.

The magnitude of the greenhouse parameter is a function of the total water vapor loading and the temperature structure of the atmosphere. Figures 18 and 19 demonstrate that the range in $g$ for warm, tropical SSTs is driven by spectral changes at wavelengths sensitive to upper tropospheric water vapor. For the cooler SSTs, generally associated with the middle latitudes, the range in $g$ is a function of spectral greenhouse parameter sensitive to the temperature structure of the upper troposphere.

The spectral and broadband observations discussed above provide a useful diagnostic tool with which to study relationships between various atmospheric processes which may be associated with climate change. In addition, they provide a reference data set to use when evaluating the performance of models which predict atmospheric circulations. Understanding model deficiencies through comparisons of model output with observations is not straightforward. For example, it is simple to compare the observed outgoing longwave radiation with model simulations; however, if discrepancies
exist it is sometimes difficult to assess the cause. When agreement occurs, it may not be for the correct reasons, as individual model errors may compensate one another. Including the spectral observations with the broadband measurements provides additional consistency checks. For example, in Figure 20 the observed broadband and spectral radiative budget parameters are compared with those predicted by the Geophysical Fluid Dynamics Laboratory (GFDL) general circulation model (GCM). The GFDL GCM, described by Wetherald et al. (1991), is a spectral-transform model with 14 vertical levels and is rhomboidally truncated at wavenumber 30, which is approximately equivalent to a horizontal resolution of $2.25^\circ$ latitude $\times 3.75^\circ$ longitude. The model integration was performed for 10 years (1979-1988) using external conditions prescribed by the Atmospheric Model Intercomparison Project (AMIP). The predicted spectral radiance fields are computed by inserting the model profiles of temperature and moisture into the CIMSS transmittance model to simulate the radiance which would be observed by the satellite under those conditions. Both the observed and model results presented here correspond to four year averages from the period 1985-1988. The solid lines represent the mean relationship between the GCM greenhouse parameter and precipitable water (PW), while the dashed lines represent the variability as measured by the standard deviation. The points represent observations; the precipitable water was determined from the SSM/I (Special Sensor Microwave Imager) instrument (Liu et al, 1992),
the NESDIS spectral (diamonds and circles) and ERBE (triangles) broadband greenhouse parameters were determined as discussed above. For small PW values (less than approximate 20 Kg/m²), the model is in agreement with the observations of g, both in magnitude and range. For values of PW greater than approximately 20 Kg/m², the model is over-estimating the broadband g and $\frac{\Delta g}{\Delta PW}$. When comparing to the spectral measurements, we see that the model is overestimating both $g_{14.2}$ and $g_{6.7}$ for large PW. The model is also overestimating $\frac{\Delta g_{6.7}}{\Delta PW}$. The observations also exhibit a larger range in $g_{6.7}$ for a given PW than displayed by the model.

6 Summary

Only a few procedures currently exist which derive atmospheric properties using global satellite radiance measurements. ISCCP (e.g., Rossow and Schiffer, 1991; Schiffer and Rossow, 1983) uses visible and infrared imager data from geostationary and polar orbiting satellites to derive various cloud products. Wylie et al (1994) use sounder data to produce global analyses of effective cloud amount and cloud top pressure. Stowe et al (1991) use the AVHRR data to develop global cloud products while Rao et al (1989) present the method used by NOAA to produce global aerosol amount. The National Environmental Satellite Data and Information Service (NESDIS) has for many years produced atmospheric temperature and moisture profiles operationally using the TIROS-N Operational Vertical Sounder (e.g. Smith
et al, 1979). Many other satellite techniques have been developed for regional
applications as well as for deriving global surface properties.

The approach presented in this paper is to collocate observations from
the Advanced Very High Resolution Radiometer (AVHRR) and High-resolution
Infrared Sounder (HIRS/2) in order to determine global climate parameters. The Collocated HIRS/2 and AVHRR ProductS (CHAPS) include
cloud type and amount, spectral cloud forcing and the spectral greenhouse
parameter, as well as the collocated radiance data. All are available from
the authors. The algorithm was run in an operational mode during the
months of July 1993, January 1994, and July 1994, though the current
study does not present results for July 1994. The authors discuss the
CHAPS oceanic clear-sky determination procedure and some analyses of
the spectral greenhouse parameter as a function of sea surface tempera-
ture, geographic region and season. The results of the current study can
be summarized as follows:

• The capability to collocate imager and sounder data and derive a variety
  of global climate products in near-real time has been demonstrated.
  Such an approach can easily be adapted to an operational procedure
  or applied to historical data sets.

• A comparison of CHAPS results with the historical NESDIS clear-sky
  radiances suggests that the NESDIS 8.2 μm radiances contain a sys-
tematic cold bias, particularly over cold, mid-latitude oceans. For these
regions, the mode rather than the mean, provides a better estimate of
the central tendency of the NESDIS clear-sky 8.2 μm radiance distribu-
tion.

- The spectral greenhouse parameter measured in water vapor-sensitive
channels with weighting functions peaking in the lower atmosphere have
values which are directly coupled to the SST. In channels sensitive to
middle and upper tropospheric water vapor, \( g_\lambda \) is also dependent on
SST via its connection to large scale atmospheric circulation patterns.
The spectral greenhouse parameter measured in all the water vapor
sensitive channels are dependent on the atmospheric total precipitable
water, increasing with increasing water vapor loading.

- Water vapor sensitive channels display latitudinal variations of the spec-
tral greenhouse parameter which generally decrease poleward, in agree-
ment with the simulations of Webb et al (1993). These channels show
large standard deviations of \( g_\lambda \) with latitude.

- The water vapor sensitive channels display the largest variability of \( g_\lambda \) in
the tropics while \( g_{14.2} \) has minimum variability in the tropics and largest
variation in the mid-latitudes. These spectral observations support the

- Variability in the relationship between \( g_\lambda \) sensitive to water vapor and
SST shows only a weak dependence on season. A strong seasonal de-
pendence is observed, however, for the 14.2 μm upper tropospheric
temperature-sensitive channel. Large variations are observed in the winter hemisphere and are likely associated with changes in the height of the tropopause and in the vertical temperature structure of the atmosphere during the progression of mid-latitude cyclones.

- For warm SSTs, the range in the broadband greenhouse parameter, $g$, is associated with changes in the spectral greenhouse parameter sensitive to upper tropospheric water vapor. For cooler SSTs, the range in the broadband $g$ is associated with changes in the spectral greenhouse parameter sensitive to upper tropospheric temperature.
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9 Table and Figure Captions

Table 1. HIRS/2 channel spectral responses and descriptions (after Kidwell, 1991).

Table 2. AVHRR channel spectral responses and descriptions (after Kidwell, 1991).

Figure 1a. Histogram of AVHRR (GAC) 11µm brightness temperatures from an entire ISCCP region centered at 26.3 N latitude and 90.7 W longitude.

Figure 1b. Histogram of AVHRR (GAC) 11µm brightness temperatures taken from collocated HIRS/2 footprints. Region is centered at 26.3 N latitude and 90.7 W longitude.

Figure 2. Regional histogram of AVHRR 11µm brightness temperatures.

Figure 3. Histogram of AVHRR 11µm observations which met the "possibly clear-sky" criteria (see text).

Figure 4. Time series of Reynolds' blended SST, regional maxima of mean collocated AVHRR 11µm observations and first guess clear-sky thresholds for the month of January 1994. Region is centered at 18.75S, 107.13W.

Figure 5. Flowchart showing the steps in computing a regional clear-sky threshold.
Figure 6. Flowchart showing the final clear-sky determination process for each collocated FOV.

Figure 7. Oceanic zonal mean spectral greenhouse parameter from CHAPS (solid lines) and NESDIS (dashed lines) at 6.7 μm (top), 7.3μm (middle) and 8.2 μm (bottom). CHAPS data are from January 1994 while that of NESDIS includes January data from 1981-1990.

Figure 8. Oceanic spectral greenhouse parameter from CHAPS (dots) and NESDIS (lines) at 6.7 μm (top), 7.3μm (middle) and 8.2 μm (bottom) as a function of SST for January. Solid and dashed lines represent the mean and ±1 standard deviation of the NESDIS values.

Figure 9. Frequency histogram of observed HIRS/2 oceanic clear-sky 8.2 μm brightness temperatures from 45N-55N latitude (top) and 20N-30N latitude (bottom). Dark wide bars indicate clear-sky determination using the CHAPS algorithm for January 1994 while lighter bars denote clear-sky determination using the NESDIS (TOVS) algorithm for January during 1981-1990.

Figure 10. Oceanic clear-sky brightness temperature. The thick and thin lines correspond to the zonal mean CHAPS January 1994 data and NESDIS 1981-1990 January data respectively. The dotted line represents zonal means of NESDIS gridbox mode values.

Figure 11. The spectral greenhouse parameter for wavelengths of 11, 8.2, 7.3 and 6.7 μm as a function of SST for July 1993.
Figure 12. The spectral greenhouse parameter for wavelengths of 11, 8.2, 7.3 and 6.7 μm as a function of SST for January 1994.

Figure 13. Brightness temperature of 8.2 and 6.7 μm (BT_{8.2} and BT_{6.7}) as a function of SST for the month of January.

Figure 14a. Geographic distribution of the CHAPS derived January (top) and July (bottom) monthly mean values of g_{6.7}.

Figure 14b. Geographic distribution of the CHAPS derived January (top) and July (bottom) monthly mean values of g_{8.2}.

Figure 15a-d. Diagram of g_{1} as a function of latitude (negative values are southern hemisphere) for HIRS/2 channel 8, 10, 11 and 12 (11, 8.2, 7.3 and 6.7 μm respectively). The center points represent the latitudinal mean and the boxes denote plus and minus the standard standard deviation. The solid circles represent January values and the open diamonds July measurements.

Figure 16. Latitudinal variations in the July and January spectral greenhouse parameter at 14.2 μm (see Figure 15).

Figure 17. Spectral greenhouse parameter as a function of SST. The circles and crosses represent the values of g_{14.2} in the summer and winter hemispheres respectively, while the triangles and stars represent the corresponding values of g_{12.6}.
Figure 18. Relationship between the ERBE derived broadband greenhouse parameter and SST. The contoured regions represent the averaged values of $g_{6.7}$ (a) and $g_{14.0}$ (b) for the given interval of SST and $g$. See text for details.

Figure 19. Relationship between the ERBE derived broadband greenhouse parameter and SST. The contoured region represents the averaged values of upper tropospheric relative humidity (UTH) for the given interval of SST and $g$. See text for details.

Figure 20. Relationship between greenhouse parameter and precipitable water. Solid lines represent model output with dashed lines indicating variability. Circles and diamonds are derived NESDIS spectral greenhouse parameter values for $g_{6.7}$ and $g_{14.0}$. Triangles represent ERBE broadband $g$. 
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### Table 1
NOAA-12 HIRS/2 Channel Spectral Responses

<table>
<thead>
<tr>
<th>Channel #</th>
<th>Central Wavenumber (cm⁻¹)</th>
<th>Central Wavelength (microns)</th>
<th>Appx. Peak in Wt. Function (mb)</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>667.58</td>
<td>15.0</td>
<td>30</td>
<td>15 micron</td>
</tr>
<tr>
<td>2</td>
<td>680.18</td>
<td>14.7</td>
<td>60</td>
<td>CO₂ band</td>
</tr>
<tr>
<td>3</td>
<td>690.01</td>
<td>14.5</td>
<td>100</td>
<td>&quot;</td>
</tr>
<tr>
<td>4*</td>
<td>704.22</td>
<td>14.2</td>
<td>250</td>
<td>&quot;</td>
</tr>
<tr>
<td>5*</td>
<td>716.32</td>
<td>14.0</td>
<td>500</td>
<td>&quot;</td>
</tr>
<tr>
<td>6*</td>
<td>732.81</td>
<td>13.7</td>
<td>750</td>
<td>&quot;</td>
</tr>
<tr>
<td>7*</td>
<td>751.92</td>
<td>13.3</td>
<td>900</td>
<td>&quot;</td>
</tr>
<tr>
<td>8*</td>
<td>900.45</td>
<td>11.1</td>
<td>surface</td>
<td>Window</td>
</tr>
<tr>
<td>9</td>
<td>1026.66</td>
<td>9.7</td>
<td>25</td>
<td>Ozone</td>
</tr>
<tr>
<td>10*</td>
<td>1223.44</td>
<td>8.2</td>
<td>900</td>
<td>Water</td>
</tr>
<tr>
<td>11</td>
<td>1368.68</td>
<td>7.3</td>
<td>600</td>
<td>vapor</td>
</tr>
<tr>
<td>12</td>
<td>1478.59</td>
<td>6.7</td>
<td>400</td>
<td>&quot;</td>
</tr>
<tr>
<td>13</td>
<td>2190.37</td>
<td>4.6</td>
<td>950</td>
<td>4.3 micron</td>
</tr>
<tr>
<td>14</td>
<td>2210.51</td>
<td>4.52</td>
<td>850</td>
<td>CO₂ band</td>
</tr>
<tr>
<td>15</td>
<td>2238.62</td>
<td>4.47</td>
<td>700</td>
<td>&quot;</td>
</tr>
<tr>
<td>16</td>
<td>2267.22</td>
<td>4.1</td>
<td>600</td>
<td>&quot;</td>
</tr>
<tr>
<td>17</td>
<td>2361.44</td>
<td>4.2</td>
<td>5</td>
<td>&quot;</td>
</tr>
<tr>
<td>18</td>
<td>2514.68</td>
<td>4.0</td>
<td>surface</td>
<td>&quot;</td>
</tr>
<tr>
<td>19</td>
<td>2653.48</td>
<td>3.8</td>
<td>surface</td>
<td>Window</td>
</tr>
<tr>
<td>20</td>
<td>14500.00</td>
<td>0.69</td>
<td>-</td>
<td>Visible</td>
</tr>
</tbody>
</table>

### Table 2
NOAA-12 AVHRR Channel Spectral Responses

<table>
<thead>
<tr>
<th>Channel #</th>
<th>Central Wavenumber (cm⁻¹)</th>
<th>Central Wavelength (microns)</th>
<th>Appx. Peak in Wt. Function (mb)</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>15673.98</td>
<td>0.64</td>
<td>-</td>
<td>Visible</td>
</tr>
<tr>
<td>2*</td>
<td>11997.60</td>
<td>0.83</td>
<td>-</td>
<td>Near-IR</td>
</tr>
<tr>
<td>3*</td>
<td>2639.61</td>
<td>3.8</td>
<td>surface</td>
<td>Window</td>
</tr>
<tr>
<td>4*</td>
<td>921.03</td>
<td>10.9</td>
<td>surface</td>
<td>Window</td>
</tr>
<tr>
<td>5*</td>
<td>837.36</td>
<td>11.9</td>
<td>surface</td>
<td>Water vapor continuum</td>
</tr>
</tbody>
</table>

* Indicates a channel used in CHAPS cloud clearing
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